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The strain-rate sensitivity of the cement paste and mortar constituents of concrete is studied both experimentally and analytically. The strain-rate sensitivity of the cement paste and mortar constituents of concrete is studied both experimentally and analytically. Cement paste and mortar specimens are loaded in compression using seven strain rates, ranging from 0.3 to 300,000 microstrain/sec. Water-cement ratios of 0.3, 0.4, and 0.5 are used. Specimens are loaded to 15,000 microstrain. 27 to 29 days after casting, strain-rate sensitivity is measured in terms of the initial modulus of elasticity, Poisson's ratio, and stress and strain at failure.

An analytical model of a porous solid is developed to study and simulate the rate sensitive behavior of the materials. The model consists of spherical grains and saturated spheroidal pores in communication with unsaturated regions. Movement of pore fluid results in strain-rate sensitive response to load. The model is used to duplicate the strain-rate sensitive elastic moduli and to simulate basic creep strains under low sustained stresses.

The initial elastic module at low stresses and the strength of cement paste and mortar increase by 7 percent and 15 percent, respectively, with every order of magnitude increase in stress rate. Poisson's ratio is more strain-rate sensitive as strain increases. The strain at maximum stress is the greatest for the lowest strain rate. With increase in strain rate, the strain at the maximum stress first increases and then decreases.

To simulate the strain-rate sensitivity of cement paste, the analytical model requires the representative pore shape to be a flat oblate spheroid. The model duplicates the strain-rate sensitive initial elastic moduli of cement paste, and explains most of the nonlinearity of the stress-strain curve at low stresses. The model closely simulates the short-term basic creep strains under low sustained stresses. In the long-term, the analytical creep strains are expected to be lower than the experimental values due to continued hydration and maturation creep, which are not included in the model.
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CHAPTER 1
INTRODUCTION

1.1 General

Concrete exhibits uniquely nonlinear and strain-rate sensitive behavior in compression. The degree of nonlinearity decreases with an increase in strain rate (38, 45, 77-79). Concrete structures are sometimes subjected to high strain rates due to impact, tornado, earthquake, etc. (76). Analysis of such structures should be based on an understanding of the behavior of concrete at high strain rates, since the use of material properties at low strain rates can result in misleading conclusions. Thus, there is a need to investigate the stress-strain behavior of concrete as a function of strain rate.

Most of the effort in this respect has been experimental in nature: to observe the variation in strength for a range of applied strain rates and find an expression that defines the relationship between the two (2, 30, 38, 45, 61, 99). While this experimental effort is essential, it is only by understanding the physical processes at the microscopic level that one can completely explain the macroscopic behavior of concrete.

The strain-rate sensitive behavior of concrete and its constituent materials has been studied since the early part of this century. The early research showed that concrete, like other structural materials, shows higher tensile (98, 99), flexural (30, 31, 33, 39, 86, 93), and compressive (1, 2, 15, 23, 24, 25, 38, 46, 58, 59,
64, 68, 73, 74, 75, 79, 84) strengths at higher strain rates. What sets concrete apart from most other structural materials, e.g. steel, is that its initial elastic modulus increases with strain rate as well (2, 15, 38, 45, 57, 90).

For concrete, strain rate also appears to have an effect on the strain corresponding to the peak stress, but the results have been contradictory. While some studies have found the strain at maximum stress to increase slightly with increasing strain rate, others have found it to decrease, and still others have found it to remain almost constant with increasing strain rate. The effects of degree of saturation, water to cement ratio, and aggregate properties on the rate sensitivity have also been studied (5, 18, 28, 34, 38, 46, 73, 96, 99). In general, it has been observed that the degree of saturation (presence of free water) is one of the most important influencing factors in the rate sensitive behavior (46).

Since 1970, several attempts have been made to model the rate sensitive behavior of concrete and its constituents. Fracture mechanics principles (92, 97, 99), thermohydraulic flow (94), stochastic theory (55), rheology (39, 57), creep law (9, 10), and continuous damage concepts (79, 80) have been used in these models. They have been able to explain or approximately simulate some aspects of the rate sensitive behavior. Still, many questions remain unanswered.

Effort has also been made to observe the difference in the extent of microcracking (at 30x) with increasing strain rates (24).
Recently, Attiogbe and Darwin (6, 7, 8, 21) have used submicroscopic cracking (at 1250x) data to help explain the nonlinear and strain-rate sensitive behavior of cement paste and mortar.

The present study aims to observe and explain the strain-rate sensitive behavior of cement paste and mortar. Specimens will be loaded at different strain rates in uniaxial compression to observe the rate sensitivity of the materials. An analytical model will be developed to explain the rate sensitivity of the elastic moduli, at low stresses, and the role of pore water in the stress-strain behavior of these materials.

1.2 Background

A considerable number of studies have been done on the strain-rate sensitive behavior of concrete since the first such work done by Abrams (1) in 1917. In the majority of the cases, the sensitivity of compressive strength to strain rate was studied (1, 2, 15, 23, 34, 46, 58, 59, 64, 73, 74, 79, 84). The rate sensitivity of tensile strength (51, 92, 97-99), modulus of rupture (52, 53, 78, 79), modulus of elasticity (5, 15, 38, 45, 57), strain at maximum stress (2, 15, 25, 81, 90), concrete-to-reinforcing bar bond strength (32, 33, 52, 78, 88), and shear strength (52) also have been investigated. In most cases, these properties show significant increases with each order of magnitude increase in strain or stress rate.

Researchers have studied the behavior of concrete as a function of both strain rate (2, 5, 15, 25, 32, 44, 53) and stress rate (5,
Strictly speaking, sensitivity to stress rate is not equivalent to sensitivity to strain rate because of the nonlinear stress-strain curve of concrete. However, the results can be grouped together for approximate comparisons since it takes an order of magnitude increase in stress or strain rate to observe a significant change in the behavior of concrete. In this study, involving consideration of deformation at the microscopic level, strain rate is used, in preference to stress rate.

In most investigations, the rate sensitivity of concrete has been measured in terms of its compressive strength. Generally, the rate of increase in compressive strength up to a moderate strain rate, 0.001/sec, is approximately linear with an increase in the logarithm of the strain rate. In a majority of cases, a 7-15% increase in compressive strength is observed with each order of magnitude increase in strain rate. At higher strain rates, there is no general agreement. While some investigators have found the linear relation to be maintained up to strain rates as high as 800/sec (53, 82), others have found it to become concave upwards (5); and still other found it to become concave downwards (77, 79, 80, 90).

In the design of most concrete structures, it is assumed that concrete does not possess any tensile strength. However, in some concrete structures, such as piles, a compressive stress pulse can rebound as a tensile stress pulse. Hence, the rate sensitivity of concrete tensile strength has drawn some interest (51, 92, 97-99).
Tensile strength appears to be slightly more strain-rate sensitive than compressive strength (77, 79).

The effect of strain rate on the elastic modulus has been studied by a number of researchers (2, 15, 38, 45, 51, 57, 90). Moduli used for comparison have included (i) the secant modulus at a fraction, e.g. 45%, of the maximum stress (2, 15, 45), (ii) the secant modulus at a small strain, e.g. 0.001 (38, 90), and (iii) the initial tangent modulus (57, 90). In general, the elastic modulus shows more sensitivity when the upper point for its secant value calculations is moved higher on the stress-strain curve (38, 45, 90). With an increase in strain rate, the initial part of the stress-strain curve becomes less and less nonlinear (38, 45, 77, 78, 79). And since the nonlinearity before the maximum stress is thought to be strongly influenced by microcracking, it has been suggested that at a given strain the amount of microcracking before the maximum stress should be less at higher strain rates (33, 78). However, to the contrary, experiments have found that the amount of microcracking is higher at a given strain at higher strain rates (6, 7, 8, 21, 24).

A few studies measured the effect of strain rate on the Poisson’s ratio, \( \nu \). Dhir and Sangha (23) observed that under compressive loading, \( \nu \) increases with strain rate. However, Takeda and Tachikawa (81) found that it does so only below about 80% of the maximum stress. For stresses higher than about 80% of the maximum, the Poisson’s ratio decreases with strain rate. Suaris and Shah (80),
using an analytical model, supported the findings of Takeda and Tachikawa (81) at the maximum stress.

The strain at the maximum stress, $\varepsilon_p$, both in tension and in compression, has generally been found to vary with strain rate. In some cases, $\varepsilon_p$ has been found to increase (5, 81, 90), while in other cases it has been found to decrease (15, 25, 69) or remain almost constant with strain rate (38, 45). Generally, when $\varepsilon_p$ was found to increase with strain rate, the experiments were done at higher strain rates. In three related studies Zielinsky (97, 98) and Zielinski et. al (99) noted that as the stress rate in tension was increased, the strain at the maximum stress first decreased then increased.

Several factors have been found to influence the rate sensitivity of concrete. In compression, concrete is significantly more strain-rate sensitive if wet than if dry (23, 46). In general, weaker concretes appear to be more strain-rate sensitive than stronger concretes (5, 18, 28, 38, 96, 99). Concretes made of angular, rough and less stiff aggregates are more strain-rate sensitive than concretes made of round, smoother, and stiffer aggregates, respectively (34, 73). As suggested by Mainstone (52), the temperature of concrete at the time of test may also influence the effects of strain rate, but this aspect has yet to be studied. Kaplan (46) performed an extensive study of factors influencing the strain-rate sensitivity of concrete. He made the general observation that all
factors that change the microstructural nature of cement paste, mortar, or concrete (moisture content, age, curing, and mix proportions) also influence their rate sensitivity.

Although a number of researchers have recognized the presence and the important role that microcracks play in the strain-rate sensitivity of concrete (21, 34, 46, 71, 77, 97, 99), the amount of experimental work done in this respect has been limited. Dhir and Sangha (24) observed that the amount of matrix microcracking (at 30x) in mortar seems to increase with strain rate, while the amount of bond cracking remains almost constant. Attigbe and Darwin (6, 7, 8, 21) found that the amount of submicroscopic cracking (1200x) is higher for monotonic loading than for sustained loading to the same strain. The sustained loading took about fifteen times longer to reach each strain level.

1.3 Previous Work Related to This Study

The discussion in the previous section shows that, in spite of the large number of studies of the rate sensitive behavior of concrete, few studies have considered the physical processes responsible for that behavior. A few investigators, however, have considered these processes.

Dhir and Sangha (23, 24) investigated the strain-rate sensitivity of concrete in compression. 2 in. x 5 in. cylindrical specimens were cored out of 6 in. cubes 28 days after casting. The cores were kept in a "laboratory environment" for ten additional
weeks, causing a large reduction in the amount of free water present in the concrete. The cores were then tested in uniaxial compression using strain rates ranging from 0.05 to 2500 microstrain/sec. For all specimens tested below 250 microstrain/sec, the maximum stress was virtually the same. An increase in the strain rate from 250 to 2500 microstrain/sec increased the maximum stress by less than 5%. This contradicts the results of other investigators (1, 2, 5, 15, 25, 38, 46, 58, 73), who observed a 7-15% increase in strength with each order of magnitude increase in strain rate. The most significant difference between Dhir and Sangha's procedures (23) and those of the previous investigators was that Dhir and Sangha allowed the specimens to dry for ten weeks, while others either did not allow any air drying, or did so for only a few days. Dhir and Sangha (23) concluded that the effect of strain rate on the maximum compressive stress diminishes as the degree of air curing is increased. They (23, 24) also observed that as the strain rate increases, (i) the amount of mortar microcracking (30x) on "sections corresponding to maximum stress" increases while the amount of bond microcracking remains almost constant, and (ii) the Poisson's ratio increases.

Zielinsky (97), Zielinsky and Reinhardt (98) and Zielinsky et al (99), in related investigations, studied the rate sensitivity of concrete in tension. Concrete and mortar specimens were tested in uniaxial tension at increasing stress rates up to $31.5 \times 10^3$ MPa/sec ($4570$ ksi/sec) using a Split-Hopkinson-Bar. An increase of 5 orders of magnitude in loading rate (from 0.1 to $3.0 \times 10^4$ MPa/sec) resulted
in a 33 to 134% increase in tensile strength for various types of concretes. It was observed that at the lowest loading rate (0.1 MPa/sec), fracture planes passed under aggregate particles, while at higher loading rates (3.0x10^3 or 3.0x10^4 MPa/sec), fracture planes passed through many aggregate particles. For the higher stress rates, the cracks were straighter, and there was a tendency towards a larger number of microcracks. In most cases, failure occurred due to the growth of a single macrocrack in the central section of the specimen. But, at the higher loading rates, two of the specimens developed two macrocracks each at the time of failure, causing them to break into three parts. Based on these observations it was concluded that at higher stress rates, (i) the higher stresses at fracture were due to the propagation of cracks through shorter paths of higher resistance, and (ii) the higher strains at fracture were due to greater amount of microcracking and macrocracking. An analytical model was developed (97) to simulate the rate sensitive behavior of concrete in tension. The model treats concrete as an idealized material consisting of spherical aggregate particles embedded in an otherwise homogenous cement paste matrix. The rate sensitivity of the fracture stress is simulated by relating it to the fracture energies associated with propagation of cracks through the matrix, aggregate particles, and the matrix-aggregate interface.

In 1980, Kaplan (46) investigated the influence of free water, age, and curing conditions on the relationship between strength and stress rate for concrete, mortar, and cement paste. He observed that
the moisture content at the time of testing is one of the most important factors in the rate sensitivity of these three related materials. Age and curing conditions also influence load-rate sensitivity, since they also change the internal structure of the materials. Since he conducted all of the experiments in load control, specimens tested at the same load rate but with different strengths experienced different strain rates. Still, as discussed earlier, his results can be compared, at least qualitatively, with similar tests under strain control.

Kaplan dried the specimens in an oven at 105°C for 1 to 24 hours to study the influence of free water. The higher the amount of free water at the time of testing, the greater was the rate sensitivity of these materials. To study the influence of age on the rate sensitive behavior of cement paste when not subjected to drying, Kaplan tested specimens at various stress rates up to 49 MPa/sec, 2 to 29 days after casting. The younger specimens (2 to 8 days old) showed less rate sensitivity below about 1 MPa/sec (6.89 ksi/sec), after which there was a steep rise in the sensitivity, causing the average rate sensitivity of the younger specimens loaded over the full range of strain rate, 0.001 to 49 MPa/sec (0.007 to 338 ksi/sec), to be higher than the older specimens (15 or 29 days old). Age had a similar effect on mortar and concrete specimens, except the younger specimens (2 to 3 days old) showed insignificant rate sensitivity even up to the maximum stress rate (49 MPa/sec). The rate sensitivities of water-cured, humidity-chamber cured, and air-cured cement paste
specimens, all saturated at the time of testing, were compared. The water-cured specimens exhibited an approximately linear relation between maximum stress and logarithm of stress rate. Specimens with the other two curing conditions had a nonlinear, concave downwards, relation between these two variables. The air cured specimens had the most nonlinear relation, very similar to that of the young (2 to 8 days old) specimens, between maximum stress and logarithm of stress rate.

Kaplan explained the influence of age and curing conditions on compressive strength based on the viscous, time-dependent movement of free water in the pores and channels of the materials. Specimens with smaller pores and channels (water-cured and older specimens) develop higher pore-water pressure, while those with larger pores and channels (air-cured and younger specimens) build up the pressure only when the loading rates are sufficiently high. He also observed that if a fraction (20%) of the total load was applied at a slower rate (0.0034 MPa/sec (0.023 ksi/sec)) and the balance applied at a higher rate (49.05 MPa/sec (338 ksi/sec)), the resulting maximum stress was higher than if all of the stress had been applied monotonically at the higher rate. Kaplan felt that the improvement in strength was due to a more uniform distribution of pore fluid and stable positioning of some crystals when part of the load is applied at a slower loading rate.

In 1979, Wu (94) developed a computational model that considered the time-dependent flow of fluid from narrow gel spaces to capillary
pores so that the time-dependent behavior of concrete under impulsive loading could be estimated. The time-dependent flow was treated as a two dimensional problem and was divided into transient flow, with a boundary layer effect, and thermohydraulic flow. The total amount of discharge volume was calculated by integrating the fluid flow expression over the gel pore width. This volume was then used in an expression which could provide an upper bound on the time-dependent strain.

1.4 Object and Scope

The present study investigates the stress-strain behavior of cement paste and mortar at various strain rates. An analytical model is developed which considers the time-dependent movement of pore water to explain the rate sensitive behavior of these materials.

Cement paste and mortar specimens with water-cement ratios of 0.3, 0.4, and 0.5 are subjected to uniaxial compression at strain rates of 0.3, 3, 30, 300, 3000, 30,000, and 300,000 microstrain/sec. An Instron closed-loop servo-hydraulic testing system is used for the tests. The tests provide complete stress-strain curves at the chosen strain rates. Strain-rate sensitivity is measured in terms of the initial modulus of elasticity, the maximum compressive stress, and the strain at the maximum stress. Rate sensitivities are compared for different water-cement ratios and between cement paste and mortar.
A strain-rate sensitive analytical model is developed to provide a better understanding of the physical processes involved in the behavior of porous solids, such as cement paste, mortar, and concrete at different strain rates. A nearly saturated porous solid is modeled as a composite consisting of isotropically distributed saturated spheroidal pores and solid spherical grains. The solid phase is considered to be insensitive to loading rate. Under load, the flow of the pore fluid between the saturated pores and unsaturated regions is considered to develop expressions for rate sensitive effective moduli of the pores. The effective bulk modulus of a saturated pore, for a given average strain on the porous solid, depends on the volume of fluid that flows between the pore and an unsaturated region. Thus, the more restricted the communication of the pore fluid and the higher the strain rate, the higher the effective bulk modulus of the pore. The effective bulk moduli of the pores and the moduli of the solid phase are used in a self-consistent manner to estimate the composite moduli of the porous solid. The rate sensitive nature of the moduli of the saturated pores causes the composite to be rate sensitive as well. The applicability of the model is demonstrated using test results for cement paste.

The equations and procedures of the strain-rate sensitive model are modified to simulate creep of a porous solid under sustained loading. The properties of the pore fluid and the pore structure of the porous solid are assumed constant to obtain the analytical creep strains (both longitudinal and transverse) as functions of time. The
parameters of the model are calibrated using strain-rate sensitive moduli of cement paste. Analytical creep response is compared with experimental short-term and long-term creep of cement paste.
2.1 Introduction

The strain-rate sensitive behavior of concrete has been under investigation for several decades (1). The rate sensitivity has generally been measured in terms of the strength, the modulus of elasticity, or the strain at the maximum stress in compression. Sometimes it has also been measured in terms of the Poisson's ratio, the tensile strength or the flexural strength. In this experimental investigation, the rate sensitivity of cement paste and the mortar in compression is measured in terms of the maximum stress, the strain at maximum stress, the initial elastic modulus, and the initial Poisson's ratio.

In most studies, concrete compressive strength has been observed to increase approximately linearly with every order of magnitude increase in strain rate up to moderate strain rates, e.g. up to 1000 microstrain/sec. Generally, the increase has been 7 to 15 percent with each order of magnitude increase in strain rate or stress rate (1, 23, 28, 64, 68, 84, 96). In a few cases, however, the increase has been considerably less (59, 90) or insignificant (23, 73). At higher than moderate strain rates (e.g. higher than 1000 microstrain/sec), there has been less agreement among various studies. Some have observed that the linear relation is maintained up to strain rates as high as $8 \times 10^8$ microstrain/sec (82), while
others have found the relation to become concave upwards (77, 79, 80, 90) and others have found it to become concave downwards (5, 15) with increasing strain rates.

The modulus of elasticity, while less sensitive than strength (2, 15, 45) has also been found to increase with strain rate. The modulus of elasticity is calculated as either the initial tangent modulus or the secant modulus at a small strain or stress. With increasing strain rate, the initial part of the stress-strain curve becomes steeper and less nonlinear. Since nonlinearity is associated with microcracking, it has been suggested that the amount of microcracking at a given strain should be less at higher strain rates (33, 78). However, to the contrary, experiments have found the amount of microcracking to be significantly higher at higher strain rates (6, 21, 23, 24).

The effect of strain rate on the Poisson's ratio of concrete has not been investigated extensively (23, 24, 81). Dhir and Sangha (23, 24) observed that Poisson's ratio increases significantly with strain rate. Takeda and Tachikawa (81) found that it does so only below about 80 percent of the maximum stress. After that, it decreases with strain rate.

There is little agreement among researchers on the rate sensitive behavior of strain at the maximum stress. Some have found it to increase (51, 81, 90), while others have found it to remain almost constant (38, 45) or even decrease (15, 23, 69) with increasing
strain rate. Generally, in cases when it was found to increase, the
tests were done at higher strain rates.

In spite of the considerable number of studies on the rate sen-
sitivity of concrete and its constituents, there are significant
disagreements. The disagreements can sometimes be attributed to
changes in test conditions, such as the moisture content of
specimens, the curing conditions, or the range of strain rates used.
Thus, for example, the insignificant increase in compressive strength
with increasing strain rate observed by Dhir and Sangha was most
likely due to the low moisture content of their specimens caused by
storage in air for ten weeks.

The purpose of this study is to help improve the knowledge of
concrete by studying the rate sensitive response of its constituents,
cement paste and mortar. The study is aimed at gathering basic in-
formation on the response of fully saturated materials, that is
materials that are not affected by drying. A study of the materials
in the saturated state, while not universally applicable to all con-
crete, directly applies to a large percentage of concrete structures
which remain saturated at depth. Compressive stress-strain response
is measured in terms of the peak stress, $f_p$, the strain corresponding
to the peak stress, $\varepsilon_p$, post peak strain corresponding to 90% of the
maximum stress, $\varepsilon_{pp}$, the initial modulus of elasticity, $E_i$, and the
initial Poisson's ratio, $\nu_i$. Material response is compared based on
strain rate, $\dot{\varepsilon}$, water-cement ratio, W/C, and sand-cement ratio, S/C.
In chapter 3, the data gathered are used in calibrating a rate sensitive model.

2.2 Materials

Cement: Type I cement, Ashgrove brand, with the following composition was used: tricalcium silicate = 51.1%, dicalcium silicate = 22.3%, tetracalcium aluminoferrite = 9.5%, and tricalcium aluminate = 7%.

Fine Aggregate: The fine aggregate was Kansas river sand consisting mainly of quartz, with 10-15% chert. Larger particles contained some limestone and dolomite. Fineness modulus = 2.91, bulk specific gravity (saturated surface dry) = 2.61, absorption = 0.79%. Source: Kansas River, Lawrence, Kansas. The sand was passed through a No. 4 sieve before use.

Mix Proportions: Three water-cement ratios (W/C), 0.3, 0.4, and 0.5, were used for cement paste and mortar. Concrete mixes were designed in order to obtain the sand-cement ratio (S/C) for one mortar, mortar A, for each water-cement ratio (W/C). For W/C = 0.4 and 0.5, a second mortar, mortar B, was used to evaluate the effect of a change in S/C upon the response. The mortar (A) with W/C = 0.3 had S/C = 0.97. For W/C = 0.4, mortar A had S/C = 1.59 and mortar B had S/C = 1.97. For W/C = 0.5, mortar A had S/C = 1.29 and mortar B had S/C = 2.28.
2.3 Test Procedure

2.3.1 Test specimen

Prismatic test specimens, 1 in. square by 5 in., were prepared. The sand was oven dried at 105°C for a twenty-four hour period prior to batching. It was then cooled to room temperature and soaked in part of the mix water. The mix water was increased to account for the absorption of the sand. The constituents were mixed according to ASTM C 305-80 (3) except the sand was presoaked.

Each batch consisted of twelve specimens cast vertically in two steel molds (Fig. 2.1). The molds were oiled prior to the casting and the joints were sealed with modeling clay to prevent loss of moisture. The molds were filled in three equal layers. For W/C = 0.5, each layer was hand rodded twenty-five times using a one-quarter in. diameter steel rod. For W/C = 0.3 and 0.4, the molds were bolted to a vibrating table with a frequency of 60 cycles/sec and an amplitude of 0.006 in. Each layer was vibrated for 2.5 minutes for W/C = 0.3 and 2 minutes for W/C = 0.4. After consolidation, the molds were sealed at the top.

During the first twenty-four hours, the molds were stored in the laboratory in a horizontal position to reduce the effects of bleeding. The specimens were then removed from the molds and stored in lime-saturated water until the time of test.

Prior to testing, the specimens were shortened to 3 in. by removing equal portions from each end using a high-speed masonry saw. Special care was taken to keep the sawed surfaces square with the
length of the specimen. Each specimen was wrapped in plastic to avoid the loss of moisture during testing.

2.3.2 **Loading system**

All tests were done in strain control mode using a 110,000 pound capacity closed-loop servo-hydraulic Instron testing machine (Model No. 1334). The specimens were placed between flat, nonrotating platens using the following procedure. A layer of freshly mixed high strength gypsum cement (Hydrostone) was placed on the bottom platen. The specimen was gently pressed on it. Another layer of Hydrostone was placed on the top of the specimen. The bottom platen was raised slowly, bringing the top layer in contact with the top platen. The specimen was twisted gently by hand a few times as the bottom platen was further raised allowing the Hydrostone to squeeze out between specimen ends and the platens. Using this procedure, Hydrostone layers less than 0.01 in. thick were obtained at each end of the specimen. The Hydrostone layers were allowed to dry for at least 30 minutes before loading the specimen.

2.3.3 **Stress and strain measurements**

A pair of Schaevitz Linear Variable Differential Transformers (LVDT's), Model No. 050 MP, were used to measure the average axial strain (Fig. 2.2), and to serve as the controlling transducers for the closed-loop testing machine. The LVDT's had a range of 0.05 in. and a sensitivity of 0.005 in./volt. The LVDT's were clamped to the bottom platen at equal distances from opposite faces of the specimen. The LVDT core rods were attached to the top platen and were held
parallel to the specimen's longitudinal axis. The two LVDT's provided the average longitudinal strain for the total height of the specimen. Two MTS extensometers, Model No. 532.11B-20, were used either as comparison transducers for longitudinal strain or for measuring the average lateral strain.

For the first several specimens, the extensometers were used as comparison transducers for longitudinal strain. One-inch gage extenders were attached to the fixed legs of the extensometers to enable measurements to be made over the middle 2 in. of a specimen. A cyanoacrylate adhesive and rubber bands were used to attach the extensometers on two opposite faces of a specimen. Up to 20% of the maximum stress, the strain measured with the LVDT's (over the total height (3 in.) of the specimen) was within 0.5% of the strain measured with the extensometers (over the middle 2 in. of the specimen). Between 20% and 90% of the maximum stress, the average strain measured with the LVDT's was within 2% (lower) of the average strain measured with the extensometers. At stresses higher than 90% of the maximum stress, the LVDT readings stayed slightly below (2 to 5%) those of the extensometers. At the maximum stress and on the descending part of stress-strain curve, the readings using the extensometers became unreliable as the extensometers detached from the specimen surface due to cracking. Ahmad and Shah (2) compared the strain measured with various transducers and gage lengths on concrete specimens. They concluded that the measurement of strain over the total height of the specimen, using LVDT's, provides a "fair
average" of strain values measured over various fractions of the specimen height, using strain gages and compressometers. In this study, the strain measured over the total height (3 in.) of the specimen tended to be smaller than the strain measured over the middle 2 in. of the specimen for high stress levels. This happens because of the restraint at the ends of the specimens, especially at higher stress levels, caused by a triaxial state of compression which consequently reduces the axial deformation in these regions.

For the remaining specimens, only LVDT's were used to measure longitudinal strain, and the extensometers were used, without the extenders, to measure the average lateral strain at the middle of the specimen height. As before, a cyanoacrylate adhesive and rubber bands were used to attach the extensometers on two opposite faces of a specimen to measure the average lateral deformation at the mid-height of the specimen. An Instron load cell, Model 3156-115, with a 110,000 pound capacity was used to measure axial force.

The average signal from the LVDT's lagged behind the signal from the load cell by 1.17 milliseconds. The load cell signal, in turn, lagged behind the extensometer signal by 0.6 millisecond. These time lags were accounted during data reduction. Thus, for example, while plotting the stress-strain curves at a strain rate of 300,000 microstrain/sec, the LVDT strain values were shifted backwards by 14 readings to match with the stress values.
2.3.4 **High speed data acquisition**

A Hewlett-Packard Measurement Plotting System, Model No. 7090A, was used to acquire the experimental stress-strain data. This system can simultaneously scan up to 1000 readings on each of its three transducer channels over a period that may range from 0.03 sec. to 24 hr. Following a test, the data was transferred to a Hewlett-Packard desktop computer, Model No. 9825T, for analysis and storage. The data was later transferred to a Harris 1200 computer.

2.4 **Scope of Tests**

The specimens were strained in compression to 15,000 microstrain, ensuring data from the descending as well as the ascending portions of the stress-strain curve at all strain rates. The specimens were loaded at seven strain rates ranging from 0.3 microstrain/sec (3.0 x 10^{-7}/sec) to over 300,000 microstrain/sec (3.0 x 10^{-1}/sec) using the Instron testing machine. Successive strain rates were separated by a factor of 10 (one order of magnitude). At the slowest strain rate a specimen failed in about 12 hours, while at the fastest strain it failed in 0.03 sec. These strain rates and test durations compare to a typical compression test for concrete, which is made at a strain rate of 15 microstrain/sec and takes about 2 minutes. The highest strain rates used in the tests are comparable to strain rates that occur in a helicopter crash (76).

In the data that follow, three strain rates are shown: the average strain rate from zero stress to the peak stress, $\dot{\varepsilon}_{0-100}$, the
average strain rate from 5 percent to 20 percent of the peak stress, \( \dot{\varepsilon}_{5-20} \), and the average strain rate from 50 percent (point A in Fig. 2.3) to 99 percent of the peak stress (on the descending portion of stress-strain curve, point B in Fig. 2.3), \( \dot{\varepsilon}_{50-99} \). While \( \dot{\varepsilon}_{5-20} \) controls the initial response of the materials, \( \dot{\varepsilon}_{50-99} \) controls the response near the peak.

Virtually constant strain rates were obtained during loading up to nominal strain rate of 300 microstrain/sec. At higher rates of loading, the initial response of the machine, up to about 30% of the strength, was dependent on the stiffness of the material. At a nominal strain rate of 3000 microstrain/sec, the initial response of the testing machine was higher than the desired strain rate, the stiffer the material the greater was the \( \dot{\varepsilon}_{5-20} \). Thus, \( \dot{\varepsilon}_{5-20} \) was up to 36% higher than \( \dot{\varepsilon}_{0-100} \) (for mortar A, W/C = 0.5, Table 2.9).

At a nominal strain rate of 30,000 microstrain/sec, the initial response of the machine was either lower or higher than the desired strain rate depending on whether the initial modulus of elasticity (see section 2.5.5) was less than or greater than 4.0 x 10^6, respectively. Thus, \( \dot{\varepsilon}_{5-20} \) was higher (up to 27%) than \( \dot{\varepsilon}_{0-100} \) for the three pastes and mortar B with W/C = 0.5. \( \dot{\varepsilon}_{5-20} \) was lower (up to 19%) than \( \dot{\varepsilon}_{0-100} \) for the mortars, except for mortar B with W/C = 0.5.

At a nominal strain rate of 300,000 microstrain/sec the initial response was always lower than the desired strain rate. The greater the initial modulus of elasticity for a material (Table 2.9), the lower was the \( \dot{\varepsilon}_{5-20} \). The strain rate stabilized at about 30% of the
compressive strength. \( \varepsilon_{50-99} \) was consistently higher (up to 95%) than \( \varepsilon_{0-100} \) for the materials. Fig. 2.3 shows a typical strain versus time plot at a nominal strain rate of 300,000 microstrain/sec.

A total of 98 paste and 125 mortar specimens were tested. Major emphasis was placed on strain rates of 3, 3000, and 300,000 microstrain/sec. At least 2 and as many as 11 specimens of each material at each strain rate were tested to compare strength, initial modulus of elasticity, and strain at the peak stress at the seven strain rates. At least one and as many as 11 specimens of each material were tested at most strain rates to compare initial Poisson's ratios as a function of strain rate. Test results for individual cement paste and mortar specimens including materials, number of specimens, strain rates, strength, selected strains, initial modulus of elasticity, and initial Poisson's ratio, are given in Tables 2.1-2.8. Table 2.9 shows the average values at each strain rate for the data shown in Tables 2.1 through 2.8. Tables 2.10-2.17 show the average values of Poisson's ratio at various strain levels for each of the seven strain rates. Table 2.18 shows strain rates and the initial Poisson's ratio values for specimens tested exclusively to study the strain-rate sensitivity of Poisson's ratio.

2.5 Test Results

2.5.1 Stress-strain curves

Figs. 2.4-2.6 show typical stress-strain curves at the seven strain rates for cement paste with W/C = 0.3, 0.4, and 0.5. Figs.
2.7-2.11 show the same for mortars. These curves are plotted to a maximum strain of 15,000 microstrain, so that most of the descending portions can also be included. Oscillations after the peak stress in the stress-strain curves at higher strain rates are due to the limited stiffness of the load frame and the finite response time of the servo-hydraulic feed-back system.

A significant change in the stress-strain response of the materials with every order of magnitude increase in strain rate is clearly seen in these figures. For each material, as the strain rate is increased, both the initial slope and the peak stress increase, while the nonlinearity of the initial response decreases. The loss of stress after attaining the maximum value is more abrupt in pastes than in mortars. The strain at the peak stress is generally the greatest at the lowest strain rate (0.3 microstrain/sec). As the strain rate is increased, the strain at the peak stress first decreases and then increases. Similar variations have been observed by others (14, 15, 23, 47) for concrete and its constituents. There are some dissimilarities between the stress-strain response of cement paste and mortar. For example, the pastes are generally stronger than mortars with the same water-cement ratio. These differences are discussed in section 2.5.7. Specific aspects of the response of the materials as a function of strain rate are discussed in sections 2.5.3-2.5.6. A general discussion of the observations is provided in section 2.6.
2.5.2 **Failure Mode**

As the strain rate is increased, specimens failed more abruptly, with an increasing number of cracks and a louder cracking noise. This behavior was most evident for cement pastes with low water-cement ratios. At the highest strain rate, in excess of 300,000 microstrain/sec, paste specimens with W/C = 0.3 disintegrated into a large number of fragments, which frequently flew out of the plastic cover. To protect the test equipment from the fragments, a thick cloth was tied around the platens of the testing machine before loading the specimen at high strain rates. Mortar specimens, especially those with high water-cement ratios, failed with comparatively less violence. At higher strain rates, mortar specimens generated particles of sand and paste in the failure regions. The failure cracks in cement paste were generally straighter, longer and cleaner than those in the mortar specimens. At higher strain rates, cracks were larger in number and straighter, and the specimens produced a larger number of fragments at failure than at lower strain rates. The sensitivity of the failure mode of concrete specimens to strain rate has been observed by others (5, 38).

2.5.3 **Peak stress**

Figs. 2.12 and 2.13 show the variation in the average peak stresses of cement pastes and mortars as a function of strain rate. The figures represent all specimens tested, except those tested specifically to study the rate sensitivity of Poisson's ratio. Each
data point represents the average of 2 to 11 specimens. The diverging lines with increasing strain rate indicate that the strength of the stronger materials is enhanced more by increasing strain rate than the strength of the weaker materials. Additional information can be obtained by normalizing the results with respect to the strength at a single strain rate. This is done in Fig. 2.14, in which all strength values shown in Figs. 2.12 and 2.13 are normalized with respect to the strength at 3 microstrain/sec. Fig. 2.14 indicates that with every order of magnitude increase in strain rate, the strength of saturated cement paste and mortar increases about 15 percent. This nearly linear increase in strength with each order of magnitude increase in strain rate does not appear to be a function of the type of material (paste or mortar) or the water-cement ratio, although the two highest strength pastes show the greatest increase in strength at the highest strain rate.

The fact that the effects of strain rate on strength are virtually the same for the materials tested indicates that the mechanisms that control the rate sensitive behavior of these materials are quite similar.

Figs. 2.12-2.14 and Table 2.9 indicate that, for the strain rates used in this study, for W/C = 0.5 the strength of cement paste is about the same (within 5%) as for mortar, for W/C = 0.4 the paste is slightly stronger (up to 6%) than mortar, and for W/C = 0.3 the paste is considerably (10% to 32%) stronger than mortar.
2.5.4 Strain at Peak Stress

Fig. 2.15 shows the variation in the average strain at the peak stress, $\varepsilon_p'$, as a function of strain rate ($\dot{\varepsilon}_{50-99}$) for the materials. Fig. 2.16 shows the same for the average post peak strain at 90 percent of the peak stress, $\varepsilon_{pp'}$. $\varepsilon_{pp}$ is used because it provides a somewhat better measure of ductility than $\varepsilon_p$. For both materials, the nonmonotonic nature of $\varepsilon_p$ and $\varepsilon_{pp}$ is clearly shown in Figs. 2.15-2.16. Both $\varepsilon_p$ and $\varepsilon_{pp}$ first decrease and then increase with increasing strain rates. In each case, the slowest test rate (test duration = 12 hours) results in the highest value of $\varepsilon_p$, due to the effect of creep. As the strain rate increases, the creep effects decrease and $\varepsilon_p$ decreases accordingly. With a further increase in strain rate, $\varepsilon_p$ once again increases. This increase in $\varepsilon_p$ is likely the result of limitations in crack velocity compared to the rate of loading. The influence of limited crack velocity on stress-strain behavior is discussed in section 2.6.

The effect of water-cement ratio on ductility ($\varepsilon_{pp}$) is illustrated in Fig. 2.17, where the average values of $\varepsilon_{pp}$ are compared with water-cement ratio for each strain rate for the materials. Within the range of water-cement ratios used, there is a trend towards decreased strain capacity as the water-cement ratio is increased. For cement paste tested at 0.3 microstrain/sec and 3.0 microstrain/sec, the results do not follow the trend at the other strain rates. While at 0.3 microstrain/sec the decrease in $\varepsilon_{pp}$ is nonmonotonic, at 3 microstrain/sec there is a slight increase in $\varepsilon_{pp}$.
(from 7940 to 8061 microstrain) as the water-cement ratio is increased from 0.3 to 0.5.

A decrease in the strain at the maximum stress with an increase in water-cement ratio can be expected. For higher water-cement ratio material, the matrix is less stiff than that in the lower water-cement ratio materials. This makes the difference in the stiffness of the matrix and that of an inhomogeneity (e.g. an unhydrated cement particle or a sand grain) greater, causing higher intensity of interfacial cracking and resulting in lower strain capacities for the higher water-cement ratio materials.

2.5.5 Initial modulus of elasticity

In this study, the initial modulus of elasticity, $E_1$, is taken as the slope of the best fit line through stress-strain curve between 5 and 20 percent of the peak stress. This range is selected to remove the initial seating errors as a specimen is loaded, to allow a range wide enough to limit the effects of scatter, and to keep the upper limit at a value where the response is virtually linear. Fig. 2.18 shows that with increasing strain rate, the elastic moduli of the materials increase significantly. The relative changes in $E_1$ are shown in Fig. 2.19, where the values shown in Fig. 2.18 are normalized with respect to the value at 3 microstrain/sec. The normalized results for all the materials lie within a narrow band, indicating that the effects of strain rate on $E_1$ are similar for the materials. As with strength (Fig. 2.14), the overall rate sensitive behavior of the elastic moduli is approximately linear. The percentage increase
in $E_1$ is approximately constant with each order of magnitude increase in strain rate. However, this increase in $E_1$ (Fig. 2.19), is only about half of the corresponding increase in strength. The lower rate sensitivity of $E_1$ compared to strength is consistent with similar observations in studies of concrete (2, 15, 45). For both cement paste and mortar, $E_1$ increases by about 40 percent as the strain rate ($\dot{\varepsilon}_{5-20}$) increases from 0.3 microstrain/sec to about 150,000 microstrain/sec, or about 7 percent for each order of magnitude increase in strain rate. The results clearly show that the initial stiffness of each material increases considerably with increasing strain rate.

2.5.6 **Poisson's ratio**

Figs. 2.20 and 2.21 illustrate the variation in the average Poisson's ratios of the pastes and mortars, respectively, as a function of strain rate ($\dot{\varepsilon}_{5-20}$). The Poisson's ratio, $v_i$, illustrated here is calculated at 20 percent of the strength. The data points shown represent 1 to 11 specimens. Some electrical noise in the transverse strain signal necessitated passing smooth curves through the transverse strain versus longitudinal strain plots. Fig. 2.22 compares the Poisson's ratios for paste and mortar and indicates that the values of Poisson's ratio fall within a narrow range for the materials, with the value of $v_i$ being, on the average, somewhat lower for mortar than cement paste. For example at strain rates ($\dot{\varepsilon}_{5-20}$) of 3, 3000, and about 150,000 microstrain/sec, the range of values of $v_i$ are 0.199 to 0.234, 0.227 to 0.270, and 0.262 to 0.281, respectively.
The strain-rate sensitivity of Poisson's ratio is about the same as that of the elastic modulus, about 7 percent for each order of magnitude increase in strain rate.

As stated earlier, very few studies have considered the rate sensitive behavior of Poisson's ratio (23, 24, 81). The magnitude of the increase in the initial Poisson's ratio observed in this study is consistent with the observations of Dhir and Sangha (23, 24) and Takeda and Tachikawa (81).

Fig. 2.23-2.25 show the variation in the Poisson's ratio as a function of strain for pastes with W/C = 0.3, 0.4 and 0.5, respectively, for strain rates from 0.3 microstrain/sec to 300,000 microstrain/sec. Figs. 2.26-2.30 do the same for the mortars. Values of Poisson's ratio were not obtained for the mortars at 0.3 microstrain/sec, mortar A with W/C = 0.4 at 3 and 300,000 microstrain/sec or mortar A with W/C = 0.5 at 300,000 microstrain/sec. The Poisson's ratios of the materials, except for pastes with W/C = 0.4 tested at the slowest strain rate (0.3 microstrain/sec), increase with increasing strain. For cement paste (Figs. 2.23-2.25), in general, the higher the strain rate, the greater the increase in the Poisson's ratio with increasing strain. For example, for paste with W/C = 0.5 tested at 0.3 microstrain/sec, the Poisson's ratio at 1000 microstrain is 0.191, while the value at 5000 microstrain is 0.205, or an increase of 7%. However, at 300,000 microstrain/sec, the Poisson's ratio increases by 34% from 0.294 at 1000 microstrain to 0.393 at 5000 microstrain. For mortars (Figs.
2.26-2.30), the increase in the Poisson's ratio with increasing strain is significantly greater than that for cement paste. This happens because of higher intensities of cracking in mortar at higher strain levels (6) due to the presence of sand. The increase in Poisson's ratio of the mortars, with an increase in strain, does not increase significantly (even decreases sometimes) with increase in strain rate. For example, for mortar A with W/C = 0.5 tested at 3 microstrain/sec, the Poisson's ratio at 500 microstrain/sec is 0.180 while the value at 2500 microstrain is 0.336, for an increase of 87%. For the same mortar tested at 300 microstrain/sec, the Poisson's ratio at 500 microstrain is 0.219, while the value at 2500 microstrain is 0.364, for an increase of 66%. The corresponding values of the Poisson's ratio of the same mortar at 300,000 microstrain/sec are 0.253 and 0.419, for an increase of 66%.

For pastes tested at the slowest strain rate (0.3 microstrain/sec), the Poisson's ratio does not change much with an increase in strain. For example, with an increase in strain from 1000 microstrain to 5000 microstrain, the Poisson's ratio of paste with W/C = 0.4 decreases by 4% (from 0.187 to 0.181). The Poisson's ratios of pastes with W/C = 0.3 and 0.5 increase by 15% (from 0.141 to 0.161) and 7% (from 0.191 to 0.205), respectively. At 0.3 microstrain/sec, the relative insensitivity of Poisson's ratio of the pastes to changes in strain is expected due to the effects of creep and the subsequent reduction in cracking (6). Under sustained loading (section 4.7.5), it is observed that the Poisson's ratio of
cement paste drops due to creep (6). At 0.3 microstrain/sec, creep effects are not dominant enough to result in a clear drop in the Poisson's ratio. However, if a strain rate one order of magnitude below 0.3 microstrain/sec were used, a drop in the Poisson's ratio would be expected. At higher strain rates, creep effects decrease, cracking increases, and Poisson's ratio increases significantly with an increase in strain.

For cement paste, in general, the strain-rate sensitivity of Poisson's ratio (the increase in Poisson's ratio with each order of magnitude increase in strain rate) increases with an increase in strain. For mortar, however, apart from scatter in the data, the strain-rate sensitivity of Poisson's ratio increases little with an increase in strain. This is reflected in the change in the strain-rate sensitivity of Poisson's ratio with strain. For example, the average strain-rate sensitivity of Poisson's ratio for paste at 1000 microstrain is about 9%, while the values at $\varepsilon = 2500$ and 5000 microstrain are about 13% and 17%, respectively (note the diverging Poisson's ratio versus strain curves, especially Fig. 2.24 and 2.25). The strain rate sensitivity of the Poisson's ratio of mortar at 500 microstrain is about 7%, while the value at 2500 microstrain is about 8% (compared to about 13% for the pastes) (Figs. 2.26-2.30).

In the above comparisons (Figs. 2.23-2.30), the upper limits for the strains (2500 to 4000 microstrain for mortars and 5000 to 6000 microstrain for cement paste) correspond to at least 85% of the strength of the materials. These comparisons clearly show that
Poisson’s ratio increases with an increase in strain rate up to stress levels in excess of 85% of the material strength. This behavior differs from the observations of Takeda and Tachikawa for concrete specimens (81) that Poisson’s ratio decreases with strain rate at stress levels higher than 80% of the strength. The comparisons with Takeda and Tachikawa are not exact, however, because unlike Takeda and Tachikawa, the Poisson’s ratio values here are calculated as a function of strain and not of stress.

2.5.7 Effect of Sand Content

Sand increases the initial modulus of elasticity and reduces the strength and ductility of cement paste. As discussed by Attiogbe and Darwin (6), sand acts as stress raiser, thus increasing the local compressive and lateral tensile stresses within the material. The increase in local stresses reduces both strength and strain capacity. The addition of relatively stiffer sand particles to cement paste increases initial stiffness. Thus, mortars have higher initial elastic moduli than paste with the same water-cement ratio. At a given water-cement ratio, the mortar with the higher sand content (mortar B for W/C = 0.4 and mortar A for W/C = 0.5) has a higher initial elastic modulus than the mortar with the lower sand content. The effects of strain rate on strength and initial elastic moduli, $E_i$ and $v_i$, for both paste and mortar appear to be about the same, indicating that the controlling mechanisms are not greatly affected by either the water-cement ratio or sand content.
The effect of sand content on the rate sensitivity of strength is illustrated in Fig. 2.13. The results shown in Fig. 2.13 are also compared in Table 2.9. Aside from the scatter in the data, the different sand contents appear to have little effect on the influence of strain rate on relative strength gain.

The effect of sand content on the initial elastic modulus, $E_i$, is illustrated in Fig. 2.18. All mortars have a higher initial modulus than cement pastes of the same water-cement ratio. As stated earlier, the higher the sand content of mortar, the higher the initial modulus of elasticity. For $W/C = 0.3$, the ratio of $E_i$ for mortar A to $E_i$ for cement paste ranged from 1.307 to 1.494. Similarly, for $W/C = 0.4$ the ratio of $E_i$ of mortar to $E_i$ of paste ranged from 1.706 to 1.855 for mortar A ($S/C = 1.59$) and from 1.723 to 1.988 for mortar B ($S/C = 1.97$). For $W/C = 0.5$, the ratio of $E_i$ of mortar to $E_i$ of paste ranged from 1.622 to 1.906 for mortar B ($S/C = 1.29$) and from 1.960 to 2.206 for mortar A ($S/C = 2.28$).

Fig. 2.31 compares the ratio of $\epsilon_{pp}$ for each mortar to $\epsilon_{pp}$ for the cement paste with the same water-cement ratio as function of strain rate. The ratio may be considered to be a measure of the relative ductility of mortar with respect to cement paste. In all cases, the relative ductility is less than 1.0, indicating a reduction in the ductility of paste with the addition of sand. For mortars with the same water-cement ratio, the higher the sand content the lower the relative ductility. Fig. 2.31 indicates that the relative ductility of the mortars increases with strain rate. The
increase in relative ductility with strain rate is less pronounced for mortars with W/C = 0.5 than for the other mortars.

2.6 Discussion

The comparisons of sections 2.5.3-2.5.7 show that the rate sensitivities of the stress-strain behavior near failure, the initial modulus of elasticity, and the initial Poisson's ratio do not change with the strength. Thus the results differ from previous observations for concrete in which weaker concrete was observed to be more rate sensitive than stronger concrete (5, 18, 28, 38, 96, 99).

The differences in the stress-strain response near failure and the failure mode of cement paste and mortar with changes in strain rate can be explained by considering the growth and propagation of cracks in an inhomogeneous media subjected to increasing strain (92, 98).

In cement paste, the transition zones between the unhydrated cement particles and the hydration products are comparatively strong and are not usually sources of preexisting flaws. As a crack grows under increasing strain, it sooner or later meets a relatively stiffer unhydrated cement particle and is arrested, at least temporarily. If the applied strain rate is slow enough, the crack eventually grows around the inhomogeneity. However at higher strain rates, more and more such cracks find insufficient time to grow around the stiff inhomogeneities. At higher strain rates, two alternative processes are likely for each growing crack: (i) the crack is forced to grow through a stiffer zone, or (ii) the increased local stress intensity
is relieved by the initiation or growth of other cracks in the vicinity that have no hindrances. The former process causes an increased strength and a more violent failure mode; the latter process causes a larger number of shorter length cracks, in place of a smaller number of longer cracks, allowing higher strain capacity before failure (Fig. 2.15-2.17). These processes are intensified as the W/C is lowered, i.e. the number of unhydrated particles are increased, making cement paste with the lowest water-cement ratio fail most violently and have the highest strain and stress capacities.

In the case of mortar, the sand particle-matrix transition zones are very weak compared to both the matrix and sand particles. In addition, these transition zones contain preexisting flaws created by bleed water that has collected below the sand particles. The growing cracks, even at higher strain rates, find enough weak links, in the form of the preexisting flaws at the sand-matrix interface, to grow without being forced through the stiffer sand particles. Thus, the failure mode of mortar specimens, especially those with higher water-cement ratios, is less violent than paste specimens. As mentioned in section 2.5.7, the stiffer sand particles raise the local stress intensities, as well as provide weak zones for the preexisting flaws to grow into cracks, resulting in lower stress and strain capacities than the paste specimens. At high strain rates, the presence of inhomogeneities, both sand and unhydrated cement particles, do provide for some crack arrest, causing both the peak stress and the strain at the peak stress to increase, though by lesser magnitudes than in the
case of paste specimens. The smallest increase in relative ductility with increasing strain rate occurs in the case of mortars with the highest water-cement ratio (W/C = 0.5) (Fig. 2.31). This is expected since these mortars have the highest density of flaws due to bleed water.

While the rate sensitivity of stress-strain response near failure can be related to the initiation and growth of cracks, the same cannot be said for the rate sensitivity of the initial moduli, $E_i$ and $v_i$. Very little cracking occurs at the strain levels at which $E_i$ and $v_i$ are calculated (6), yet these parameters are significantly rate sensitive, indicating that another mechanism, in all likelihood moisture movement, plays an important role in the initial response of the materials. The experimental results also indicate that the concept of "strain-rate independent material moduli" is not correct. In chapter 3, a micromechanics viscoelastic model is developed to study and simulate the strain-rate sensitivity of the initial moduli. The model considers viscous and rate dependent flow of pore water to determine the effective bulk moduli of water saturated pores. Paste is modeled as a composite consisting of spheroidal pores and spheri- cal solid grains. A self-consistent scheme is used to determine the overall composite moduli. Since the effective bulk moduli of the pores are strain-rate dependent, they make the response of the composite strain-rate dependent as well. The model closely matches the experimental variation in the initial moduli as a function of strain rate.
2.7 Summary of Observations

1. The stress-strain curves of cement paste and mortar are nonlinear up to a nominal strain rate of 300,000 microstrain/sec.

2. The nonlinearity of stress-strain curves for cement paste and mortar decreases with increasing strain rate.

3. Specimens fail more violently as the strain rate is increased. In general, at higher strain rates failure cracks are straighter and greater in number than at the lower strain rates.

4. For a given water-cement ratio, cement paste specimens have a higher peak stress than mortar specimens. The loss of stress after the peak is more abrupt in cement paste than in mortar.

5. The compressive strength, initial modulus of elasticity, and initial Poisson's ratio of cement paste and mortar increase approximately linearly with each order of magnitude increase in strain rate. Strength is about twice as rate sensitive as the initial modulus of elasticity and Poisson's ratio.

6. The relative increases in strength, initial modulus of elasticity, and Poisson's ratio with each order of magnitude increase in strain rate are about the same for cement paste and mortar with W/C = 0.3, 0.4 and 0.5.
7. The strain at the peak stress varies in a nonmonotonic manner with strain rate. Its value is greatest at the slowest strain rate, 0.3 microstrain/sec, used. With increasing strain rate, it first decreases then increases.

8. Within the range of water-cement ratios considered, the materials tend to have lower strain capacities at higher water-cement ratios.

9. The Poisson's ratio of the materials, except pastes tested at 0.3 microstrain/sec, increase significantly with increased strain. The increase in Poisson's ratio with increased strain is greater for mortar than that for cement paste.

10. The increase in Poisson's ratio of the materials with an order of magnitude increase in strain rate is greater at higher strains than at lower strains. This is more so for paste than for mortar. This higher strain-rate sensitivity is observed for Poisson's ratio up to 5000 microstrain for paste and 2500 microstrain for mortar.

11. The introduction of sand lowers the strain capacity of cement paste. At a given water-cement ratio, cement paste has a higher strain at the peak stress than does mortar. For mortars, the lower the sand content, the higher strain at the peak stress.

12. The introduction of sand increases the initial modulus of elasticity of cement paste. Within the ranges considered,
the higher the sand content, the higher the initial modulus of elasticity.

13. The differences in the values of the peak stress, the strain at the peak stress, and Poisson's ratio for cement paste and mortar can be explained by the growth and propagation of cracks in the materials.

14. The strain-rate sensitivity of the initial moduli of the materials, at strains where very little cracking is expected, strongly indicates the importance of moisture movement in the strain-rate sensitivity of the moduli.
CHAPTER 3

STRAIN RATE SENSITIVE MODEL FOR A
NEARLY SATURATED POROUS SOLID

3.1 Introduction

The strain-rate sensitivity of cement paste, mortar, and concrete has been studied since the early part of this century (1). These materials, like other structural materials, show increased tensile (95, 96), flexural (30, 31, 33, 86, 95), and compressive (1, 2, 15, 23, 24, 25, 38, 46, 58, 59, 64, 68, 73, 74, 75, 79, 84) strengths at higher strain rates. What sets them apart from most other structural materials, such as steel, is that their moduli of elasticity are sensitive to strain rate as well (2, 15, 38, 45, 51, 57, 90). The degree of saturation at the time of testing seems to be the most important factor influencing the rate sensitive behavior. The higher the water content, the greater the strain-rate sensitivity (46). A self-consistent model is developed here to estimate the effective modulus of elasticity and Poisson's ratio of a nearly saturated porous solid as functions of strain rate and pore structure.

A porous solid, such as hardened cement paste, can be viewed as a composite consisting of a distribution of pores of various shapes and sizes embedded in a solid matrix. The overall moduli of such a composite are dependent upon the shapes and the moduli of the pores and the solid grains. When a porous solid is nearly saturated (a term which will be defined more precisely later), most of the pores
are filled with a fluid. If the porosity is significant, the saturated pores are generally connected with the unsaturated pores. For the purpose of this development, an "unsaturated pore" is a pore in which the fluid, if any, will develop no appreciable stress when the material is stressed. An unsaturated pore may serve as a source or a sink for pore fluid (tension or compression). The connection between a saturated and an unsaturated pore is represented by a circular orifice.

Under axial stress the pores tend to change in volume, resulting in a hydrostatic stress in the pore fluid and a flow through the orifice. For a given strain rate and pore dimensions, the response of a saturated pore depends on the orifice dimension. When the orifice cross section approaches zero, or its length approaches infinity, the pore behaves as though it were isolated and its effective bulk modulus, $K^*_f$, is the same as the bulk modulus of the fluid, $K_f$, it contains (Note: The shear modulus of the pore fluid is taken as zero, and will not be considered). As the orifice cross section is increased, or its length is decreased, the pore fluid is able to escape through it more easily, making the effective modulus, $K^*_f$, smaller and the material more compliant (19).

Similarly, if the applied strain rate, $\dot{\varepsilon}$, is varied, keeping the geometry of the orifice relative to the pore constant, a corresponding variation in $K^*_f$ can be observed. When $\dot{\varepsilon}$ approaches zero, the pore fluid gets enough time to escape, and there is negligible hydrostatic stress buildup, thus $K^*_f$ approaches zero. As the strain rate, $\dot{\varepsilon}$, is
increased there is less and less time for the fluid to escape through the orifice causing the response of the pore to be stiffer, i.e., causing the effective bulk modulus of the pore, $K_f^*$, to increase, until it approaches the bulk modulus of the pore fluid, $K_f$. With a further increase in strain rate, the pore responds like an isolated pore.

Thus, the effective bulk modulus of a saturated pore, $K_f^*$, depends both on the applied strain rate and the geometry of the orifice relative to the pore. The higher the strain rate and the smaller diameter of the orifice, the higher the effective bulk modulus of the pore.

If the effective bulk moduli of the pores, $K_f^*$, and moduli of solid grains are known, the composite moduli can be determined using a self-consistent scheme. Four general approaches have been used to determine effective moduli of composites. Approaches that consider the shapes of the pores also require the pores to be isotropically distributed. A few studies have compared the theoretical values of composite moduli, determined with these approaches, with experimental values (22, 48). The four approaches used for determining the composite moduli are briefly compared next. In section 3.5 they are discussed in more detail.

In the bounding approach, used by Paul (62) and Hashin and Shtrikman (37), expressions are obtained for conservative upper and lower bound values for the composite moduli. Hashin and Shtrikman's
(62) expressions provide much tighter bounds than those provided by Paul's (62) expressions.

Eshelby (27), one of the pioneers of rigorous perturbation theory, considered the perturbation in elastic energy due to an ellipsoidal inclusion in an otherwise uniform stress field. The composite moduli expressions are then obtained by arithmetically summing the perturbations due to all inclusions. Eshelby neglected any interactions between the inclusions, and the resulting expressions, though exact, work well only for very low concentrations of inclusions.

The static self-consistent approach of Budiansky (16), Hill (43), and Wu (95) works well up to significantly high concentrations of inclusions (91). In this approach, Eshelby's results are used, and the interactions among the inclusions are approximated by replacing the real matrix with an effective matrix having the moduli of the composite. In some cases, this approach has been shown to give unreasonable estimates for the composite moduli (16, 36, 40, 62, 102). The unreasonable estimates have led to some modifications of the approach. These aspects of the static self consistent approach are discussed in section 3.5.

The elastic wave scattering approach (50) estimates the elastic moduli of a composite by considering the scattering of an elastic wave from a representative sphere of the composite and equating that to the scattering from an equal size sphere of the effective medium, i.e., a medium having the moduli of the composite. Berryman (11, 12)
has shown that his self-consistent procedure, using a modification of the elastic wave scattering approach, provides reasonable estimates of the overall moduli of solids with fluid inclusions. His results are used in the rate-sensitive model developed here.

3.2 Overview of the Model

In the strain-rate sensitive model presented in the next few sections, a nearly saturated porous solid is modeled as consisting of isotropically distributed saturated spheroidal pores and spherical grains (13, 49). Each saturated pore is assumed to be connected to an unsaturated pore or region via a circular cylindrical orifice. The hydrostatic stress within a pore, \( \sigma_f(t) \), which is surrounded by the effective medium whose moduli depend on the response of all pores, is expressed as a function of the geometry of the pore and the orifice, the properties of the saturating liquid, the applied strain, and the strain rate. For the purposes of this development, the strain rate is constant. The effective bulk modulus of a pore, \( K_f^* \), is then a function of \( \sigma_f(t) \), the bulk modulus of the fluid, \( K_f \), and the relative geometry of the pore and the orifice. The effective bulk moduli of pores with various orifice sizes are determined and used along with the moduli of the solid phase in a self-consistent manner to estimate the overall moduli of the porous solid. Rate sensitive composite moduli are compared with the corresponding experimental results.
3.3 **Hydrostatic Stress in Pore Fluid, \( \sigma_f(t) \)**

In this section, expressions for the hydrostatic stress in the pore fluid, \( \sigma_f(t) \), for a porous material under axial strain are obtained. A differential equation in \( \sigma_f(t) \) is obtained by equating the rate of change of the volume of the pore fluid to that of the pore containing it. The differential equation is solved for two cases. Case I is applicable for small strains when the volume of the orifice flow is negligible compared to the volume of the pore. Case II does not have this restriction. For case I a closed-form expression for \( \sigma_f(t) \) is obtained after simplifying the differential equation in \( \sigma_f(t) \) to a first order linear differential equation. For case II a closed-form solution is not possible. Hence, values of \( \sigma_f(t) \) are successively calculated at selected times, starting with the initial condition \( \sigma_f(t) = 0 \) at \( t = 0 \).

3.3.1 **Derivation of Differential Equation in \( \sigma_f(t) \)**

Consider a saturated spheroidal pore surrounded by a homogeneous isotropic medium subjected to uniform stress away from the pore. The pore is connected to an unsaturated region in the medium via a circular cylindrical orifice. The orifice is very small in comparison with the pore, so that its interference with the latter's strain field is negligible. The unsaturated pore, or regions in the case of cement paste, can arise due to self desiccation or evaporation. Each unsaturated region can be connected to more than one saturated pore via smaller cylindrical pores or orifices. The total volume of the
unsaturated regions is considered to remain constant with time and thus does not enter the calculations.

When the surrounding medium is subjected to a uniform average strain, the magnitude of the hydrostatic stress of the pore fluid, \( \sigma_f(t) \), is a function of the relative geometry of the pore and the orifice, the properties of pore fluid and the strain rate. Similarly, the rate of flow through the orifice, \( q_{or}(t) \), is a function of the same variables. In fact, the two, e.g., \( \sigma_f(t) \) and \( q_{or}(t) \) are interdependent. The higher the strain rate, the less the time for the fluid to flow, and the higher the value of \( \sigma_f(t) \). Since the pore surface always remains in contact with the pore fluid, the rate of change of volume of the pore fluid at time \( t \) must be equal to the rate of change of the volume of the pore itself at time \( t \), or

\[
\frac{\Delta V_{\text{fluid}}(t)}{\Delta t} = \frac{\Delta V_{\text{pore}}(t)}{\Delta t}
\]  

(3.1)

The left hand side of Eq. 3.1 is the sum of the rate of change of volume of the fluid due to pressure in it \( \frac{\Delta V_{fp}(t)}{\Delta t} \) and the rate of flow of fluid through the orifice \( \{q_{or}(t)\} \). The right hand side is the sum of the rate of change of volume of empty pore under the external strain \( \frac{\Delta V_{pe}(t)}{\Delta t} \) and the rate of change of volume of the pore due to the pressure in the fluid \( \frac{\Delta V_{pp}(t)}{\Delta t} \).

Thus, Eq. 3.1 can be written in incremental form as:
The form of Eq. 3.2 has to be changed so that an expression for the hydrostatic stress in the pore fluid, $\sigma_f(t)$, can be obtained. In order to do that, the numerators and the denominators of the first term in the left hand side, and first and second terms in the right hand side are multiplied by $V(t)\Delta \sigma_f(t)$, $\Delta \epsilon(t)$ and $V_i \Delta \sigma_f(t)$, respectively. In which $V(t)$ is the volume of pore at time $t$, $\Delta \sigma_f(t)$ is the change in the hydrostatic stress in the pore fluid in time $\Delta t$ at time $t$, $\Delta \epsilon(t)$ is the change in the average strain applied on the material containing the pore in time $\Delta t$ at time $t$, and $V_i$ is the initial volume of the pore. After these multiplications, and some rearrangement, Eq. 3.2 can be written as:

$$\frac{\Delta V_{fp}(t)}{\Delta t} + q_{or}(t) = \frac{\Delta V_{pe}(t)}{\Delta t} + \frac{\Delta V_{pp}(t)}{\Delta t}$$  \hspace{1cm} (3.2)$$

The denominator of the term inside the parenthesis on the left hand side of Eq. 3.3 is the expression for the bulk modulus of the pore fluid, $K_f$. 

$$\left( \frac{1}{\Delta \sigma_f(t)} \right) V(t) \frac{\Delta \sigma_f(t)}{\Delta t} + q_{or}(t) = \left( \frac{\Delta V_{pe}(t)}{\Delta \epsilon(t)} \right) \frac{\Delta \epsilon(t)}{\Delta t}$$

$$+ \left( \frac{\Delta V_{pp}(t)/V_i}{\Delta \sigma_f(t)} \right) V_i \frac{\Delta \sigma_f(t)}{\Delta t}$$  \hspace{1cm} (3.3)$$
The term inside the first parenthesis, on the right hand side of Eq. 3.3, is the change in the volume of the pore per unit average applied strain on the material containing the pore, \( v^* \), or

\[
K_p = \frac{\Delta \sigma_p(t)}{\Delta V_{fp}(t)/V(t)} \tag{3.4}
\]

\( v^* \) can be expressed in terms of pore geometry, pore orientation, \( \psi \), and moduli of the material surrounding the pore. \( \psi \) is defined as the angle between the polar semiaxis of the pore and the horizontal plane. The expression for \( v^* \) is quite complex and is derived in Appendix A. The term inside the last parenthesis in Eq. 3.3 is the fractional volume change of the pore per unit internal hydrostatic stress (in pore fluid) or pore compressibility (\( 101 \)), \( C_{pp} \)

\[
C_{pp} = - \frac{\Delta V_{pp}(t)/V_i}{\Delta \sigma_p(t)} \tag{3.6}
\]

\( C_{pp} \) can be expressed as a function of the pore geometry and the moduli of the material surrounding the pore. Such expressions are given in Appendix B.
Substituting Eqs. 3.4-3.6 into Eq. 3.3 and changing the equation to differential form gives:

\[
\frac{1}{K_f}V(t)\dot{\sigma}_f(t) + q_{or}(t) = \nu \dot{\varepsilon} - C_{\text{pp}} V_i \dot{\sigma}_f(t) \tag{3.7}
\]

in which the dot represents derivative with respect to time. \(\dot{\varepsilon}\) is the applied strain rate and assumed constant for this derivation. In Appendix C, the following expression for the rate of flow of pore fluid through orifice, \(q_{or}(t)\), at time \(t\) is derived:

\[
q_{or}(t) = \left(\frac{\pi d^4}{64 \mu h^2}\right)\dot{\sigma}_f(t) \tag{3.8}
\]

in which, \(d\) is the diameter of the orifice, \(h\) is the length of the orifice, and \(\mu\) is the viscosity of the pore fluid. Eq. 3.8 shows that \(q_{or}(t)\) is a function of \(\dot{\sigma}_f(t)\). To solve Eq. 3.7 for \(\sigma_f(t)\), Eq. 3.8 must be substituted for \(q_{or}(t)\) in Eq. 3.7. After the substitution, Eq. 3.7 becomes:

\[
\frac{1}{K_f}V(t)\dot{\sigma}_f(t) + \left(\frac{\pi d^4}{64 \mu h^2}\right)\dot{\sigma}_f(t) = \nu \dot{\varepsilon} - C_{\text{pp}} V_i \dot{\sigma}_f(t) \tag{3.9}
\]

Also, in Eq. 3.9 for \(t = T\),

\[
V(T) = V_i + \int_0^T q_{or}(t) dt \tag{3.10}
\]
If \( V_i > e^T q_{or}(t) dt \) which is true if the applied strain on the matrix is small, then \( V(T) \) can be replaced by \( V_i \) and Eq. 3.9 becomes a simple first order linear differential equation whose closed-form solution can be obtained easily. If such a replacement can not be made, then Eq. 3.9 must be solved numerically. These two cases are considered next.

3.3.2 Case I \( V(T) = V_i \)

In this case, Eq. 3.9 can be rewritten as

\[
A_0^f(t) + B_0^f(t) = C
\]

(3.11)

in which \( A = V_i \left( \frac{1}{K_f} + C_{pp} \right) \), \( B = \pi d^4/64 \mu h \), and \( C = v^* \varepsilon \) are not functions of time. Eq. 3.11 is a first order linear differential equation satisfying the initial condition

\[
\sigma_f(t) = 0 \text{ at } t = 0
\]

(3.12)

The general solution of Eq. 3.11 is the linear combination of (i) a particular solution and (ii) a homogeneous solution. Since the right hand side is a constant, the particular solution will have the form

\[
\zeta(t) = M
\]

(3.13)
in which $M$ is a constant. Substituting Eq. 3.13 into Eq. 3.11, $M = C/B$, thus

$$\zeta(t) = C/B \quad (3.14)$$

The homogeneous equation corresponding to Eq. 3.11 is

$$A\dot{r}_f(t) + B\sigma_f(t) = 0 \quad (3.15)$$

with the characteristic equation

$$A\beta + B = 0 \quad (3.16)$$

Eq. 3.16 has a root of $\beta = -B/A$. Hence the solution of the homogeneous equation (Eq. 3.15) is

$$\sigma_f(t) = e^{\frac{-B}{A}t} \quad (3.17)$$

The general solution of Eq. 3.11 is

$$\sigma_f(t) = \frac{C}{B} + Ee^{-\frac{B}{A}t} \quad (3.18)$$

To satisfy the initial condition (Eq. 3.12),
\[ E = - \frac{C}{B} \]  

(3.19)

Hence, the general solution of Eq. 3.11 is

\[ \sigma_f(t) = C_B \frac{-B_t}{A} (1 - e^{-B t}) \]

or

\[ \sigma_f(t) = C_2 (1 - e^{-C_2 t}) \]  

(3.20)

in which

\[ C_1 = \frac{C}{B} = \frac{6\mu h v \gamma^*}{\pi d^4} \]  

(3.21)

and

\[ C_2 = \frac{B}{A} = \frac{\pi d^4}{6\mu h V_i \left( \frac{1}{K_{f}} + C_{PP} \right)} \]  

(3.22)

At this point an important parameter, the characteristic volume ratio, \( R_{CV} \), is introduced.

\[ R_{CV} = \frac{\pi d^4}{h V_i} \]  

(3.23)

in which, \( \pi d^4/h \) represents the geometry of the orifice and has units of volume, and \( V_i \) is the initial volume of the pore. The characteristic volume ratio, \( R_{CV} \), represents the geometry of the orifice relative to the pore. A higher \( R_{CV} \) corresponds to a greater ease of
flow through the orifice and a softer response of the pore, i.e., the pore has a lower effective bulk modulus, $K_f^*$, than a pore with a lower $R_{cv}$. The dependence of $K_f^*$ on $R_{cv}$ (see examples in section 3.4) shows that the former does not simply depend on the absolute dimensions of the orifice, but rather on the dimensions of the orifice relative to the pore.

3.3.3 Case II $V(T) = V_i$

In this case, the total flow through the orifice is not negligible compared to the initial volume of the pore, $V_i$. Substituting Eq. 3.10 into Eq. 3.9 and rearranging gives

$$V_i \left( \frac{1}{K_f} + \frac{\int_0^T q_{or}(t)dt}{K_f} + V_i C_{pp} \right) \frac{d\sigma_f(t)}{dt} + \frac{\pi d^*}{64\mu h} \sigma_f(t) = \nu \varepsilon T \quad (3.24)$$

Integrating Eq. 3.24 for $0 \leq t \leq T$ and substituting for $q_{or}$ using Eq. 3.8 gives

$$V_i \left( \frac{1}{K_f} + \frac{\pi d^*}{64\mu h} \int_0^T \sigma_f(t) dt \right) + V_i C_{pp} \sigma_f(T) + \frac{\pi d^*}{64\mu h} \int_0^T \sigma_f(t) dt = \nu \varepsilon T \quad (3.25)$$
or

$$V_i \left( \frac{1}{K_f} + V_i C_{pp} \right) \sigma_f(T) + \left( 1 + \frac{\sigma_f(T)}{K_f} \right) \frac{\pi d^*}{64\mu h} \int_0^T \sigma_f(t) dt = \nu \varepsilon T \quad (3.26)$$
in which $\varepsilon T$ is the external strain on the at $t = T$. Replacing $T$ by $t_1$ and the integral by the corresponding sum in Eq. 3.26,
Expanding the second term, Eq. 3.27 becomes

\[
\frac{V_i}{K_f} + C_{pp} \sigma_f(t_i) + \sum_{j=1}^{J-1} \frac{\pi d^e j=1}{64\mu_h} \sigma_f(t_j) \Delta t - \nu \dot{\epsilon}_t = 0
\] (3.28)

Taking the \(i\)th terms out of the two summations

\[
\frac{V_i}{K_f} + C_{pp} \sigma_f(t_i) + \frac{\pi d^e j=1}{64\mu_h} \left( \sigma_f(t_i) \Delta t + \sum_{j=1}^{J-1} \sigma_f(t_j) \Delta t \right) - \nu \dot{\epsilon}_t = 0
\] (3.29)

Rearranging to get a quadratic equation in \(\sigma_f(t_i)\)

\[
\frac{\pi d^e \Delta t}{64\mu_h} (\sigma_f(t_i))^2 + \frac{\left( V_i \frac{1}{K_f} + C_{pp} \right) \sigma_f(t_i) \Delta t + \frac{\pi d^e J=1-1}{64\mu_h} \sum_{j=1}^{J-1} \sigma_f(t_j) \Delta t}{\Delta t} \sigma_f(t_i) + \frac{\left( V_i \frac{1}{K_f} + C_{pp} \right) \sigma_f(t_i) \Delta t + \frac{\pi d^e J=1}{64\mu_h} \sum_{j=1}^{J-1} \sigma_f(t_j) \Delta t}{\Delta t} \sigma_f(t_i) - \nu \dot{\epsilon}_t = 0
\] (3.30)
Eq. 3.30 can be further simplified by dividing by $V_i$ throughout and replacing $\frac{\pi d^2}{h V_i}$ by $R_{ov}$ (Eq. 3.23)

$$
\frac{R_{ov}\Delta t}{64\mu}(\sigma_f(t_i))^2 + \left[\frac{1}{K_f} + C_{pp} + \frac{R_{ov}\Delta t}{64\mu} + \frac{R_{ov}}{64\mu K_f} \sum_{j=1}^{j=i-1} \sigma_f(t_j) \Delta t\right] \sigma_f(t_i) \\
+ \frac{R_{ov}}{64\mu} \sum_{j=1}^{j=i} \sigma_f(t_j) \Delta t - \frac{v^* \epsilon t_i}{V_i} = 0
$$

(3.31)

This is a quadratic equation in $\sigma_f(t_i)$ of the form

$$
A_3(\sigma_f(t_i))^2 + B_3(\sigma_f(t_i)) + C_3 = 0
$$

(3.32)

in which

$$
A_3 = \frac{R_{ov}\Delta t}{64\mu}
$$

(3.33)

$$
B_3 = \frac{1}{K_f} + C_{pp} + \frac{R_{ov}\Delta t}{64\mu} + \frac{R_{ov}}{64\mu K_f} \sum_{j=1}^{j=i-1} \sigma_f(t_j) \Delta t
$$

(3.34)

and

$$
C_3 = \frac{R_{ov}}{64\mu} \sum_{j=1}^{j=i} \sigma_f(t_j) \Delta t - \frac{v^* \epsilon t_i}{V_i}
$$

(3.35)

Eq. 3.32 has a root of

$$
\sigma_f(T) = \sigma_f(t_i) = \frac{-B_3 + \sqrt{B_3^2 - 4A_3C_3}}{2A_3}
$$

(3.36)
Determination of \( \sigma_f(t_i) \) using Eq. 3.36 requires the knowledge of all \( \sigma_f(t_j) \) \( 1 \leq j \leq i - 1 \). Since the initial condition is known, \( \sigma_f(t_1) = 0 \) at \( t = 0 \), \( \sigma_f(t_1) \) can be calculated using Eqs. 3.33-3.36. Proceeding in this manner, the successive values of \( \sigma_f(t_j) \) can be calculated.

3.3.4 Numerical Examples

To study the behavior of the hydrostatic stress in pore fluid as a function of strain rate for various shapes and orientations of pore, a few numerical examples are used. The properties used are: characteristic volume ratio, \( R_{cv} = 6 \times 10^{-13} \), viscosity of fluid, \( \mu = 1.5 \times 10^{-7} \) psi-sec, bulk modulus of fluid \( K_f = 3.25 \times 10^5 \) psi, shear modulus of fluid \( G_f = 0 \) (note the fluid is water), elastic modulus of the solid phase \( E_s = 1 \times 10^7 \) psi and Poisson's ratio for solid phase, \( \nu_s = 0.3 \). Strain rate range = \( 1 \times 10^{-1} \) to \( 1 \times 10^6 \) microstrain/sec, and strain \( \varepsilon = 1000 \) microstrain corresponding to \( t = T \), are used. For all calculations the exact expressions (Case II, i.e. \( V(T) = V_i \)) are used.

Fig. 3.1 shows the variation in the hydrostatic stress in the pore fluid, \( \sigma_f(T) \), as a function of strain rate for an oblate spheroidal shape with aspect ratio \( r = 0.02 \). The aspect ratio of a pore, \( r \), is calculated as the ratio of the polar semiaxis to the equatorial semiaxis. The pores are oriented with an angle \( \psi = 0^\circ, 30^\circ, 45^\circ, 60^\circ, 75^\circ \) and \( 90^\circ \). \( \psi \) is the angle between the polar semiaxis and the horizontal plane. Figs. 3.2 and 3.3 show the corresponding results for spherical (\( r = 1 \)) and prolate spheroidal (\( r \)) shapes.
= 10) pores. For all \( r \) and \( \psi \), \( \sigma_f(T) \) first increases with \( \dot{\varepsilon} \) and then becomes virtually constant. The \( \dot{\varepsilon} \) at which \( \sigma_f(T) \) becomes constant depends on \( R_{cv} \).

Oblate spheroidal pores (\( r = 0.02 \)) show a greater variation in \( \sigma_f(T) \) as a function of orientation (Fig. 3.1) than prolate spheroidal pores (Fig. 3.3). For oblate spheroidal pores, at all strain rates, \( \sigma_f(T) \) decreases with increasing \( \psi \), while for prolate pores, \( \sigma_f(T) \) increases with increasing \( \psi \). Orientation is, of course, not a factor for spherical pores.

Fig. 3.4 shows the variation in the ratio of the orifice flow volume to pore volume as a function of strain rate, \( \dot{\varepsilon} \), for materials with isotropic pore orientations and pore aspect ratios, \( r \), in the range 0.02 to 20.0. To find the total volume of orifice flow, for a nearly saturated porous solid with isotropic pore orientations, eighteen pore orientations \( \psi = \psi_j \) at an interval of 5° were considered. Orifice flow volumes at these values of \( \psi \) were calculated using Eq. 3.8 and a weighted sum obtained. The weight at any orientation \( (\psi = \psi_j) \) of \( \frac{\psi_j+2.5}{\psi_j-2.5} \) was used to represent the equal number of pores at each spatial angle.

As shown in Fig. 3.4, for each \( r \) the orifice flow volume is at the maximum at the lowest strain rate. As \( \dot{\varepsilon} \) is increased, the orifice flow volume decreases, slowly at first, then at increasing rates. The rate of decrease in the orifice flow volume slows down
before the orifice flow volume approaches zero. With a further increase in strain rate, the orifice flow volume essentially remains at zero for $\varepsilon = 1000$ microstrain. By decreasing the strain rate below a certain value, in this case $1 \times 10^1$ microstrain/sec, the orifice flow volume remains at the maximum value. Fig. 3.4 also shows that the flatter the pore (lower $r$), the greater the orifice flow volume. For the lowest $r$ considered here (0.02), the orifice flow volume stays below 2% of the pore volume at $\varepsilon = 1000$ microstrain. A change in the characteristic volume ratio, $R_{cv}$, does not change the maximum and the minimum (zero) values of the orifice flow volume, but it does shift the range of $\varepsilon$ over which the change from the maximum to the minimum occurs. For example, increasing $R_{cv}$ increases the strain rates at which the transition from the maximum to the minimum value of the orifice flow volume occurs. With the shift, the ratio of the two strain rates remains the same.

The meaning of the term "nearly saturated" now becomes clear. The empty volume of unsaturated pores must be able to accommodate the orifice flow volume. This fraction of the total volume of the saturated pores is obviously small for practical cases, but does depend on pore geometry, strain and strain rate.

3.4 Effective Bulk Modulus of a Saturated Pore, $K_f^*$

3.4.1 General Expression for $K_f^*$

The effective bulk modulus of the saturated pore considered in the previous section can be written as
in which \( \sigma_f(T) \) is the hydrostatic stress in the pore fluid at time \( T \) and \( \varepsilon_v(T) \) is the ratio of the total volume change due to the compressibility of the pore fluid \( (\Delta V_c(T)) \) and the flow of the pore fluid through the orifice \( (\Delta V_o(T)) \), divided by the initial volume of the pore \( (V_i) \). Thus,

\[
K_f^* = \frac{\sigma_f(T)}{\varepsilon_v(T)} = \frac{\Delta V_o(T) - \Delta V_c(T)}{V_i} 
\]  

(3.38)

If \( \Delta V_o(T) = 0 \), Eq. 3.38 reduces to \( K_f^* = K_f \), i.e., the effective bulk modulus of the pore is equal to the bulk modulus of the pore fluid. This happens when the pore is completely isolated, i.e., the orifice is absent. Also, when the strain rate is very high, or the orifice diameter is small, \( K_f^* \) approaches \( K_f \). On the other hand, when the strain rate is very low or when the orifice diameter is big so that there is practically no hydrostatic stress in the pore fluid, \( K_f^* \) approaches zero. Thus, for all cases \( 0 \leq K_f^* \leq K_f \).

In Eq. 3.38, using the definition of the bulk modulus of the pore fluid, \( K_f \)

\[
K_f = \frac{\sigma_f(T)}{\Delta V_o(T)/V(T)} 
\]  

(3.39)
Also, integrating Eq. 3.8 between $0 \leq t \leq T$,

$$\Delta V_o(T) = \frac{\pi da}{64 \mu h} \int_0^T \sigma_f(t) dt$$

Substituting Eqs. 3.39 and 3.41 in Eq. 3.38,

$$K_f^* = \frac{\sigma_f(T)}{V(T) \sigma_f(T)} \left( \frac{\pi da}{64 \mu h V_i} + \frac{\pi da}{64 \mu h V_i} \int_0^T \sigma_f(t) dt \right)$$

As in the previous section, two cases can be considered depending on the magnitude of the flow through the orifice. If $V_i \gg \int_0^T q_{or}(t) dt$, then $V(T) = V_i$.

**3.4.2 Case I $V(T) = V_i$**

In this case, Eq. 3.42 can be written as

$$K_f^* = \frac{\sigma_f(T)}{\sigma_f(T)} \left( \frac{\pi da}{64 \mu h V_i} + \frac{\pi da}{64 \mu h V_i} \int_0^T \sigma_f(t) dt \right)$$

As mentioned in the introduction (section 3.1), the self-consistent equations for estimating the strain-rate sensitive moduli
of a porous solid (section 3.6) require that pores with given moduli have isotropic orientation. In other words, for given orifice and pore geometry, the effective moduli of a pore should remain the same as the pore orientation, $\psi$, is changed. It was observed in section 3.3 that the hydrostatic stress in the pore fluid, $\sigma_f(T)$, is very sensitive to pore orientation, $\psi$, (Figs. 3.1-3.3). Since $\sigma_f(T)$ appears in Eq. 3.43, it is not obvious whether the effective bulk modulus of a saturated pore, $K_f^*$, is a function of pore orientation, $\psi$, or not. A few substitutions and rearrangements will be made in Eq. 3.43 to show that $K_f^*$ is not a function of $\psi$ for case I ($V(T) = V_1$). Using Eq. 3.20 for $\sigma_f(t)$, the integral in the denominator of Eq. 3.43 is

$$\int_0^T \sigma_f(t) dt = C_1 T - \frac{\sigma_f(T)}{C_2}$$  \hspace{1cm} (3.44)

Substituting Eq. 3.44 into Eq. 3.43,

$$K_f^* = \frac{\sigma_f(T)}{\frac{\sigma_f(T)}{K_f} + \frac{\pi d C_1 T}{64 \mu h V_1} - \frac{\pi d^2 \sigma_f(T)}{64 \mu h V_1 C_2}}$$  \hspace{1cm} (3.45)

Dividing the numerator and the denominator by $\sigma_f(T)$ and then substituting Eq. 3.20 with $t = T$ for $\sigma_f(T)$ into Eq. 3.45, gives
Substitutions of Eq. 3.22 for $C_2$ and Eq. 3.23 for the characteristic volume ratio, $R_{cv}$, into Eq. 3.46, gives:

$$K_f^* = \frac{1}{K_r + \frac{\pi d^4 T}{64 \mu V_i (1 - e^{-C_2 T})} - \frac{\pi d^4}{64 \mu V_i C_2}}$$

Eq. 3.47 shows that for $V_i \gg \int_0^T q_{or}(t)dt$ (Case I), the effective bulk modulus of a saturated pore, $K_f^*$, is a function of: the characteristic volume ratio, $R_{cv}$, the viscosity, $\mu$, and bulk modulus, $K_r$, of the pore fluid, the compressibility of the pore, $C_{pp}$, and the time, $T$. Of these, the properties of the pore fluid, $\mu$ and $K_r$ are clearly not functions of pore orientation, $\psi$. $R_{cv}$ is a function of the dimensions of pore and orifice and thus not a function of $\psi$. $C_{pp}$, the compressibility of a pore, is also not a function of $\psi$. Thus, all the parameters on which $K_f^*$ depends are not functions of the pore orientation, making $K_f^*$ independent of $\psi$.

3.4.3 Case II $V_T = V_i$

Substituting Eqs. 3.8 for flow through orifice, $q_{or}$, and Eq. 3.10 for the volume of the pore at time $T$, $V(T)$, into Eq. 3.42 and simplifying gives
In Eq. 3.48, dividing both the numerator and the denominator by $\sigma_f(t)$ and substituting $R_{cv}$ for $\pi d^* h V_i$ (Eq. 3.23) gives,

$$K_r^* = \frac{\sigma_f(T)}{\frac{\sigma_f(T)}{K_f} + \left(1 + \frac{\sigma_f(T)}{K_f}\right) \frac{\pi d^*}{64 \mu h V_i} \int_0^T \sigma_f(t) dt}$$

(3.48)

For case I, it was clearly shown that $K_r^*$ is not a function of $\psi$. For case II, however, a closed form expression for $K_r^*$ cannot be obtained, because Eq. 3.36 cannot be substituted for $\sigma_f(T)$. Eq. 3.36 involves the summation of a large number of values of $\sigma_f(t)$ at $t < T$ which are successively calculated. In this case, numerical examples are used to illustrate the extent to which $K_r^*$ depends on $\psi$. These examples show that for typical strains (below 1000 microstrain) and a relatively flat pore shape ($r = 0.04$), the variation in $K_r^*$ is within 0.5% for a change in $\psi$ from $0^\circ$ to $90^\circ$. Only at very high strains (e.g., greater than 10,000 microstrain) do values of $K_r^*$ differ more than 5%. For such high strains, self-consistent equations that do not assume an isotropic orientation of inclusions are required to estimate the composite moduli.
3.4.4 Numerical Examples

In the following examples, changes in the effective bulk modulus of a saturated pore, $K_f^*$, are studied as a function of (i) pore orientation, $\psi$, (ii) characteristic volume ratio, $R_{cv}$, and (iii) pore aspect ratio, $r$. For the examples, the expressions based on case II (Eq. 3.36 and 3.49) are used. A comparison will also be made using case I. The following constituent properties are used: Elastic modulus of solid phase $E_s = 6 \times 10^6$ psi, Poisson's ratio of solid phase $\nu_s = 0.25$, and pore fluid properties are the same as those in section 3.3.

3.4.4.1 $K_f^*$ versus $\psi$

To study the variation in $K_f^*$ as a function of $\psi$, comparisons are made using $r = 0.04$, $\varepsilon = 1, 4, 10, 40, 100, 400, 1000, and 4000$ microstrain/sec, and $\epsilon = 1000, 2000, 5000, and 10,000$ microstrain. The comparisons show that $K_f^*$ is mildly dependent upon orientation, but that the dependence is significant only at high strains and only at certain strain rates.

Fig. 3.5 shows the variation in $K_f^*$ at $\varepsilon = 10,000$ microstrain (the highest strain considered) for each strain rate, as $\psi$ is increased from $0^\circ$ to $90^\circ$. Although not readily apparent from Fig. 3.5, $K_f^*$ varies up to 4.9% as a function of orientation. The variations become more apparent if normalized to values of $K_f^*$ at $\psi = 0^\circ$. Fig. 3.6 shows the results of Fig. 3.5 normalized to $K_f^*$ at $\psi = 0^\circ$. At the lowest strain rate ($\varepsilon = 1$ microstrain/sec), the variation in $K_f^*$ with $\psi$ is insignificant (only 0.15%). With an increase in strain rate,
the variations in $K_f^*$ become more noticeable and reach a maximum of 4.9% at $\dot{\varepsilon} = 40$ and 100 microstrain/sec. With a further increase in $\dot{\varepsilon}$, the variations in $K_f^*$ become smaller, and insignificant as $\dot{\varepsilon}$ reaches 4000 microstrain/sec. Fig. 3.6 clearly shows that the variations in $K_f^*$ are significant only at the intermediate strain rates. The insignificant variation (below 0.3%) in $K_f^*$ at the extreme strain rates (1 and 4000 microstrain/sec) is expected since $K_f^*$ approaches its limiting values of 0 and $K_f$, respectively, at these strain rates. For strain rates outside this range, $K_f^*$ is effectively independent of orientation, even at large strains.

The effects of strain rate on the mild orientation sensitive behavior of the effective bulk modulus of a pore at high strains (10,000 microstrain) can be explained using Eq. 3.49. In Eq. 3.49, $\sigma_f(T)$ and the integral of $\sigma_f(t)$ with respect to time are the two variables that change with $\psi$ and $\dot{\varepsilon}$. These variables appear in the second term in the denominator of Eq. 3.49, e.g. in \( \frac{1}{\sigma_f(T) + \frac{1}{K_f}} \). $\sigma_f(T)$ and $\int_0^T \sigma_f(t) dt$ have opposing influences on the mild orientation sensitive behavior of $K_f^*$. At higher strain rates, the increase in $\sigma_f(T)$ that causes $K_f^*$ to become sensitive to $\psi$ is counteracted by the decrease in the integral. Figs. 3.7 and 3.8 show the variations in $\sigma_f(T)$ and $\int_0^T \sigma_f(t) dt$ as functions of $\psi$, for $\varepsilon = 10,000$ microstrain and the strain rates used for Figs. 3.5 and 3.6. As Fig. 3.7 shows, at a very slow strain rate (e.g. 1 microstrain/sec) the value of hydrostatic stress in the pore fluid, $\sigma_f(T)$, is negligible.
If \( \sigma_f(T) \) becomes large, making \( K_f^* \) approach zero. This happens at all orientations, i.e., \( K_f^* \) does not depend on \( \psi \) at very slow \( \dot{\varepsilon} \). As \( \dot{\varepsilon} \) is increased, \( \sigma_f(T) \) increases and its orientation sensitivity (Fig. 3.7) translates into a mild orientation sensitivity for \( K_f^* \). As Fig. 3.8 shows, increasing \( \dot{\varepsilon} \) has the opposite effect on the integral. As \( \dot{\varepsilon} \) is increased, the value of the integral becomes smaller and smaller until it becomes negligible compared to its value at the lowest strain rate (at 1 microstrain/sec). Up to intermediate strain rates (e.g. 40 and 100 microstrain/sec in the above example) the reduction in the magnitude of the integral is not large enough to nullify the orientation sensitive influence of \( \sigma_f(t) \). However, at higher strain rates (e.g. 4000 microstrain/sec in the comparison), as \( T \) approaches zero, the value of the integral becomes negligible, causing \( K_f^* \) to approach \( K_f^* \).

To check that the orientation sensitivity indeed becomes negligible for smaller strains, normalized values of \( K_f^* \) at \( \psi = 45^\circ \) and \( 90^\circ \) are compared at \( \varepsilon = 1000, 2000, 5000, \) and \( 10,000 \) microstrain in Table 3.1. As expected, the larger the strain, the larger the variation in \( K_f^* \). At \( \psi = 45^\circ \), the maximum normalized values of \( K_f^* \) are 1.003, 1.005, 1.013, and 1.023, and at \( \psi = 90^\circ \) the maximum normalized values are 1.005, 1.011, 1.026 and 1.049, for \( \varepsilon = 1000, 2000, 5000 \) and 10,000 microstrain, respectively. The comparisons in Table 3.1 show that for each strain, the maximum normalized value of \( K_f^* \) occurs at a different strain rate. The higher the strain, the higher the strain rate at which the maximum variation in \( K_f^* \) occurs. For the study of
cement paste at low stresses discussed later in this chapter, calculations typically are made for strains below 1000 microstrain. Thus, the variations in $K_f^*$ with $\psi$ are less than 0.5%. The use of a self-consistent scheme which assumes that pores are isotropic in $K_f^*$ is therefore reasonable. In fact, this 0.5% variation holds for the flattest pore ($r = 0.04$) used to model cement paste. For pores which are less oblate, the effect of orientation is even lower.

3.4.4.2 $K_f^*$ versus $R_{cv}$

Fig. 3.9 shows the variation of $K_f^*$ at $\varepsilon = 1000$ microstrain as a function of strain rate for $R_{cv} = 6 \times 10^{-13}$ and $6 \times 10^{-9}$, and $r = 0.02, 1.0,$ and $10.0$. Strain rates in the range of $1 \times 10^{-1}$ to $7 \times 10^6$ microstrain/sec are used. For both values of $R_{cv}$, at the lowest strain rate $K_f^*$ is close to zero. As $\dot{\varepsilon}$ is increased, $K_f^*$ increases slowly at first and then at increasing rates. With further increases in $\dot{\varepsilon}$, the increase in $K_f^*$ slows before approaching $3.25 \times 10^5$ psi, the bulk modulus of the pore fluid, $K_f$. The strain rate at which $K_f^*$ approaches $K_f$ increases with increasing $R_{cv}$. Physically this means that for a higher value of $R_{cv}$, as fluid passes more easily through the orifice, it takes a higher strain rate for the pore to respond like one without an orifice.

Fig. 3.10 shows the variation in $K_f^*$ as $R_{cv}$ is increased from $1 \times 10^{-15}$ to $1 \times 10^{-10}$ for $\dot{\varepsilon} = 1, 10$ and 100 microstrain/sec. The shapes of the $K_f^*$ versus $R_{cv}$ curves for all three strain rates are identical. For a low value of $R_{cv}$, it is difficult for the pore fluid to pass
through the orifice, and $K_f^*$ approaches $K_f$ for all three strain rates. With increasing $R_{cv}$, $K_f^*$ decreases until it approaches zero.

### 3.4.4.3 $K_f^*$ versus $r$

Fig. 3.11 shows that the effective bulk modulus of a pore, $K_f^*$, decreases as the aspect ratio, $r$, increases from 0.02 to 20.0 ($\psi = 0^\circ$ and $90^\circ$, $R_{cv} = 6 \times 10^{-13}$, $\dot{\varepsilon} = 2$ microstrain/sec and $\varepsilon = 1000$ microstrain). $K_f^*$ is the highest at the lowest value of $r$ (flat oblate spheroidal pore). $K_f^*$ reaches a minimum as $r$ is increased to 1 (spherical pore), after which it increases slightly.

Fig. 3.12 compares the variation in $K_f^*$ as a function of $r$ for cases I and II at $\psi = 0^\circ$, $\dot{\varepsilon} = 2$ microstrain/sec and $\varepsilon = 1000$ microstrain. Fig. 3.12 verifies that for small strains the values of $K_f^*$ are practically the same for cases I and II (within 0.5% in this case). Since case I is an approximation for case II, the latter is used in all calculations except for this comparison (Fig. 3.12), and in section 3.7.1, where the expressions for case I are used to discuss the influence of pore size on the composite response.

### 3.5 Determination of the Effective Moduli of a Composite

Once the elastic moduli of its constituents are obtained, several procedures can be used to determine the effective moduli of a multiphase composite. Generally, one of the following four approaches is used in developing such a procedure: (i) bounding approach, (ii) perturbation approach, (iii) static self-consistent approach, and (iv) elastic wave scattering approach. Sometimes the
expressions developed using two approaches are identical (12, 49) or they produce identical results for a limiting geometry or concentration. Watt et al. (91), Hashin (36), and Cleary et al. (20) present excellent reviews of the available work on this issue. Following is a brief discussion of the four types of approaches:

### 3.5.1 Bounding Approach

Reuss (67) and Voigt (87), in separate studies, developed simple expressions to estimate the effective moduli of polycrystalline aggregates. These are known as the "series" and "parallel" models. In the first, all crystals of a polycrystalline aggregate are assumed to have the same stress; in the second, they are assumed to have the same strain. When applied to multiphase composites, these two methods generate strain and stress discontinuities at the boundaries of the inclusions, respectively, unless the differences in the constituents' moduli are negligible. Later, Paul (63) derived these series and parallel expressions for composites and appropriately called them the lower and upper bounds, respectively. Paul's expressions can be written as (42):

\[
M_R^* = \left( \sum_{i=1}^{n} \frac{C_i}{M_i} \right)^{-1} \leq M^* \leq \sum_{i=1}^{n} C_i M_i = M_V^* \quad (3.50)
\]

in which \(C_i\) is the volume concentration of ith phase, \(M_i\) is the shear
or bulk modulus of ith phase, \( M^* \) is the shear or bulk modulus of composite, \( M^*_R \) is the Reuss estimate of \( M^* \), and \( M^*_V \) is the Voigt estimate of \( M^* \).

To provide a better estimate than the Reuss and Voigt expressions, Hill (41) suggested that either the arithmetic \( (M^*_R + M^*_V)/2 \) or geometric \( \sqrt{M^*_R * M^*_V} \) averages of Reuss and Voigt moduli be used.

Using variational principles, Hashin and Shtrikman (37) derived tighter bounds than Paul (63). There seems to be general agreement that any reasonable estimate of the effective moduli of a composite must be within the Hashin-Shtrikman bounds (11, 12, 36, 91), at least up to moderate concentrations of the inclusions. In fact, for some composites, the Hashin-Shtrikman bounds are so close that either one of them can be used in engineering applications (12). From the general Hashin-Shtrikman expressions for the lower bounds on moduli \( (K^- \text{ and } G^-) \) of an \( n \) phase composite, the following lower bounds on the bulk and shear moduli of a two phase composite can be obtained:

\[
K^-_{HS} = K_1 + \frac{C_2}{1/(K_2 - K_1) + 3C_1/(3K_1 + 4G_1)}
\]

and

\[
G^-_{HS} = G_1 + \frac{C_2}{1/(G_2 - G_1) + 6C_1(K_1 + 2G_1)/5G_1(3K_1 + 4G_1)}
\]

in which, subscripts 1 and 2 refer to phases 1 and 2 of the composite, respectively and \( K_1, G_1, \) and \( C_1 \) are the bulk moduli, shear moduli, and phase concentrations, respectively. \( K_1 < K_2 \) and \( G_1 < G_2 \).
The upper bounds \((K^+\text{ and } G^+)\) can be obtained by interchanging subscripts 1 and 2. The Hashin-Shtrikman bounds do not consider the shapes of the inclusions. This, however, is done to some extent by Miller (56). Miller provides tighter bounds for the overall bulk modulus of a composite than Hashin and Shtrikman (37). Miller bounds are provided for the overall bulk modulus of materials having a single shape for all phases and for materials having multiple shapes for the phases. Miller bounds on the shear modulus are not available, and the bounds on the bulk modulus apply to a restricted class of material termed "cell materials" (56). For equal phase concentrations, of a two phase composite, the Miller bounds become independent of inclusion shape (12).

3.5.2 Perturbation Approach

This is the most direct and rigorous approach, but its application is limited. In the most well-known method, developed by Eshelby (27), the perturbation or change in elastic energy due to an ellipsoidal inclusion in an otherwise uniformly stressed specimen is considered. The total change in elastic energy of the specimen is then obtained by simply multiplying the inclusion energy by the number of inclusions. Clearly, no interaction among the strain fields of the inhomogeneities is assumed in this approach and thus the results, although exact, are valid only for small concentrations of inhomogeneities. Although this approach does not have a direct application in determination of the effective moduli of most composites, it provides the basis for the most commonly used static
self-consistent approach (16, 43, 95). Also, because the expressions developed with this approach are exact, they provide a check of validity for the static self-consistent approach in the limiting case of very low concentrations of inclusions.

3.5.3 Static Self-Consistent Approach

This is the most well-known approach for the determination of the effective moduli of composites with significantly high concentrations of the inclusions. In this approach, the interaction among the inclusions is approximately accounted for by finding the elastic strain energy of an isolated inclusion in a homogeneous matrix which has the overall properties of the composite. Thus, this approach is similar to the previous approach, except now the real matrix has been replaced by the effective matrix with yet unknown moduli. The earliest procedures considered only spherical inclusions (16, 43), later general spheroidal inclusions at random orientations were added (95). The resulting expression has to be solved numerically by an iterative scheme because the calculation of inclusion strain energy includes the elastic moduli of the composite, which are not known to begin with. In the case of a cracked solid (17), crack energies which are expressed in terms of the stress intensity factors at the crack tip, are considered in place of the inclusion strain energy.

There has been some criticism of the static self-consistent approach (36, 38, 62, 100) and modifications have been suggested. One of the most common criticisms is that it overestimates the effect of
inclusions on the overall elastic moduli. Using Wu's (95) self consistent expressions, Zimmerman (100) has shown that the effective bulk modulus of glass with 50 percent porosity is zero, while the experiments showed it to be about one-fourth of the modulus of the solid glass matrix. In the static self-consistent procedure of Wu (95), one of the phases of a multiphase composite is treated as the matrix and the others are treated as the inclusion phases. As a result, there are n estimates for the composite moduli depending on which phase of the n phase composite is treated as the matrix. The self-consistent embedding procedure of Korringa et al (49) treats all phases equally, and provides unique and satisfactory estimates for moduli of fluid filled composites.

3.5.4 Elastic Wave Scattering Approach

Kuster and Toksoz (50) derived expressions for the effective moduli of an n phase composite for the propagation of elastic waves whose wave lengths are much longer than the size of the spheroidal inclusions. The expressions for the effective moduli were obtained by equating the scattering of the elastic waves from a spherical region consisting of the actual macrohomogeneous composite with that from a similar region consisting of the effective material, i.e. a material with the yet to be found moduli. Kuster and Toksoz (50) assumed no interaction between inclusions, and their expressions are expected to work well only up to $c/\alpha \leq 1$, in which $c$ is the volume fraction of the inclusions and $\alpha$ is the ratio of the smaller to larger axis of the spheroidal inclusions. Notice, $\alpha = r$ for oblate
spheroidal and spherical \((r \leq 1)\) pores, and \(\alpha = 1/r\) for prolate spheroidal \((r > 1)\) pores. Thus, the more nonspherical the pore shape, the smaller the volume fraction of inclusions up to which the expressions work well. For only spherical inclusions the expressions work well up to any concentration of pores. For an \(n\) phase composite, the Kuster and Toksoz (50) expressions provide \(n\) estimates for the composite moduli by alternatively treating one of the phases as the matrix and the others as inclusions. For a two phase composite with spherical grains, it is shown (11, 12) that the two estimates, obtained by switching the roles of the matrix and the inclusions, are identical to the two Hashin-Shtrikman bounds. For needle and disk shaped inclusions, the Hashin-Shtrikman bounds are violated even at small volume fractions. Berryman (11, 12) extended the work of Kuster and Toksoz by modifying their approach and by incorporating self-consistency. His expressions which treat all phases equally are not limited by \(c/\alpha\) and fall between the Hashin-Shtrikman bounds for all shapes and concentrations of phases.

Berryman (11, 12) considered the scattering from a spherical region surrounded by a uniform medium. The surrounding medium's moduli can be varied as desired. The spherical scattering region is assumed to be made of the same constituents, in the same proportions, as the \(n\) phase composite. Berryman (11, 12) derived the self-consistent expressions for the composite moduli by imposing the condition that the net scattering from the embedded spherical scattering region would vanish if the moduli of the surrounding medium
match those of the composite. The resulting expressions for the composite moduli are symmetrical in all phases, i.e. do not treat one of the constituents as the matrix and others as the inclusions. Berryman's expressions (12) for the effective moduli of an n phase composite are identical to those of Korringa et al. (49) who used the static self-consistent approach for porous rocks. Berryman derived the following equations for the estimation of effective bulk, $K^*$, and shear $G^*$ moduli:

$$\sum_{j=1}^{m} C_j (K_j - K^*) P^*_j = 0 \quad (3.52a)$$

$$\sum_{j=1}^{m} C_j (G_j - G^*) Q^*_j = 0 \quad (3.52b)$$

$P^*_j$ and $Q^*_j$ are coefficients that relate the uniform applied strain field with the strain field at a spheroidal inclusion. Expressions for $P^*_j$ and $Q^*_j$ are given in Appendix D. $C_j$, $K_j$, and $G_j$ are the volume concentration, bulk modulus, and shear modulus of the jth phase of the m phase composite. In this study, Berryman's expressions are used to formulate a self-consistent procedure for estimating the strain-rate sensitive moduli of a nearly saturated porous solid.
3.6 Self-Consistent Procedure for Finding Composite Moduli

Eq. 3.52 of the previous section leads to the following iteration scheme to determine the effective bulk and shear moduli of a porous solid.

\[ K_{n+1}^* = \frac{\sum_{j=1}^{m} C_j K_j (P^*)_j}{\sum_{j=1}^{m} C_j (P^*)_j} \]  
\[ G_{n+1}^* = \frac{\sum_{j=1}^{m} C_j G_j (Q^*)_j}{\sum_{j=1}^{m} C_j (Q^*)_j} \]

in which \( K_{n+1}^* \) and \( G_{n+1}^* \) are the estimated value of the composite bulk and shear moduli, respectively, at the end of \( n+1 \) iterations. \( C_j \) and \( K_j, 1 \leq j \leq m \), are the same as defined for Eq. 3.52. \( (P^*)_j \) and \( (Q^*)_j \) are the estimated values of those variables, as given in Appendix D, at the end of \( n \) iterations. For obtaining the effective moduli of the pores, \( K^*_f \) (or the \( K^*_i \) corresponding to the pores), initial estimates of the composite moduli, \( K^* \) and \( G^* \), are needed. Since, the overall response of a composite consisting of a solid phase and fluid inclusions is softer than the solid phase, \( K^*_f \) and \( G^*_f \) are set equal to fractions of the solid phase moduli, \( K^*_s \) and \( G^*_s \), respectively. The iteration scheme of Eq. 3.53 is started with \( K^*_1 \).
and \( G_1^* \) as the initial estimates for \( K^* \) and \( G^* \), respectively, and continued until two successive estimates of \( K^* \) and \( G^* \) (i.e., \( K_{n+1}^* \), \( G_{n+1}^* \) and \( K_n^* \), \( G_n^* \)) fall within a reasonable tolerance. For general self-consistency, it is necessary to use the converged values of the composite moduli, \( K^* \) and \( G^* \), in the calculations of the pores. Thus, the iteration scheme may have to be repeated unless \( K_1^* \) and \( G_1^* \)

are close enough to the converged values of \( K^* \) and \( G^* \), respectively.

3.6.1 Solution Procedure

The following procedure is used to calculate the effective bulk and shear moduli for a given strain rate, and strain level.

1. Make an initial estimate of the effective composite bulk and shear moduli, \( K_1^* \) and \( G_1^* \), e.g., set them equal to fractions of the moduli of the solid phase, \( K_s \) and \( G_s \), respectively.

2. Calculate the hydrostatic stress of the pore fluid, \( \sigma_f(t) \), at the desired strain level (Eq. 3.36) using the characteristic volume ratio, \( R_{cv} \), the aspect ratio of the pores, \( r \), and the current effective moduli of the porous solid.

3. Find the effective bulk moduli of the pores, \( K_f^* \), using \( R_{cv} \) and \( r \) and the values of \( \sigma_f(t) \) calculated in step 2. The effective shear moduli of the pores are always zero.

4. Using Eq. 3.53 iteratively, find the improved estimates of the overall composite moduli until two successive pairs of estimates fall within the desired tolerance. Tolerances of
$1 \times 10^{-6}K^*$ and $1 \times 10^{-6}G^*$ can be used for checking the convergence of bulk and shear moduli, respectively.

5. If the initially estimated moduli at step 1, $K_1^*$ and $G_1^*$, are not within small tolerances, e.g., $1 \times 10^{-3}K^*$ and $1 \times 10^{-3}G^*$, respectively, of the corresponding converged values at the end of step 4, then return to step 2 using the results of step 4 as the new values of $K_1^*$ and $G_1^*$.

After determining the effective bulk and shear moduli, the corresponding elastic moduli, $E_i^*$ and Poisson's ratio, $\nu_i^*$, can be obtained using standard elasticity relationships.

3.7. Factors Influencing Rate-Sensitive Composite Moduli, $E_i^*$ and $\nu_i^*$

3.7.1 Influence of Pore Size

As discussed in section 3.5, the overall moduli of a composite are functions of the moduli of the constituent phases. In the rate-sensitive model developed here, the solid phase moduli, $K_s$ and $G_s$, are assumed to be insensitive to strain rate. Thus, the rate sensitivity of the model originates from the rate sensitivity of the bulk moduli of the pores. To determine if the rate sensitive response depends on pore size it will be sufficient to investigate if the effective bulk modulus of a pore, $K_f^*$, depends on pore size.

Since it has been shown in section 3.4 that Case I ($V_t = V_i$) provides practically the same values of $K_f^*$ as Case II ($V_t \neq V_i$), the former, Eq. 3.47, can be used to discuss the effect of pore size on $K_f^*$. Eq. 3.47 shows that $K_f^*$ is a function of $R_{cv}$, $\mu$, $K_f$, $C_{pp}$ and $T$. 
Appendix B shows that \( C_{pp} \) depends only on the shape of the pore and the moduli of the solid phase. Therefore, the only term that needs consideration for the present investigation of the pore size effect is \( R_{cv} \). From Eq. 3.23,

\[
R_{cv} = \frac{\pi d^4}{hV_i} \tag{3.54}
\]

Now, if while varying the size of a pore we keep the relative size of the orifice constant, the following variables can be defined for the orifice geometry.

\[
R_d = \frac{d}{D} \tag{3.55}
\]

and

\[
R_h = \frac{h}{D}
\]

in which \( D \) is the diameter of a sphere with the same volume as the pore. Substituting Eq. 3.55 into Eq. 3.54,

\[
R_{cv} = \frac{\pi R_d^4 D^4}{R_h (D \pi / 6) D^3} \tag{3.56}
\]

or

\[
R_{cv} = \frac{6 R_d^3}{R_h} \tag{3.57}
\]

Thus, if \( R_d \) and \( R_h \), representing the geometry of the orifice relative to the pore, are kept the same while varying the size of the pore, \( K_f^* \)
will remain the same as the pore and orifice change size. This means that $E_i^*$ and $v_i^*$ do not depend on the size of the pores. However, the size of pores cannot be increased indefinitely. Pores must be small enough to maintain the macroisotropic and macrohomogeneous nature of the porous solid.

### 3.7.2 Effect of Pore Shape, $r$

In this model, the pores are considered to have a spheroidal shape. The solid matrix is considered to be made up of spherical grains. By varying the pore aspect ratio, $r$, the pores can be made prolate spheroidal ($r > 1$), spherical ($r = 1$), and oblate spheroidal ($r < 1$) shaped.

For the examples given in this and the next two sections, the constituent properties, except as noted, are: Elastic modulus of the solid phase, $E_s = 11.55 \times 10^6$ psi, Poisson's ratio of the solid phase, $v_s = 0.417$, porosity = 40%, bulk modulus of the pore fluid, $K_f = 3.25 \times 10^3$ psi, shear modulus of the pore fluid $G_f = 0$, viscosity of the pore fluid, $\mu = 1.5 \times 10^{-7}$, and pore aspect ratio, $r = 0.0795$. Sixteen characteristic volume ratios, $R_{cv}$, are selected. They are geometrically equally spaced in the range of $3.75 \times 10^{-18}$ and $1.24 \times 10^{-4}$. Geometrically equal spacing of the $R_{cv}$ values is necessary to have a linear moduli versus logarithmic strain rate response. To have the sixteen $R_{cv}$ values geometrically equally spaced, $R_{cv}(n) = R_{cv}(1)(1 + F_1)^{n-1}$, $1 \leq n \leq 16$, and $F_1 = 7.97$. The constituent properties used correspond to a porous solid, designated as PS.5P, which duplicates the experimental strain-rate sensitive elastic
modulus and Poisson's ratio data for cement paste with W/C = 0.5 (section 3.8.2.1).

In this section, to study the influence of pore shape on the rate sensitivity of the analytically predicted composite moduli, $E_i^*$ and $v_i^*$, $r = 0.06, 0.08, 0.10, 0.20, 1.0, 3.0, \text{ and } 20.0$ are used in place of the fixed values of $r$ for PS.5P. Other properties are the same as those of PS.5P.

Figs. 3.13 and 3.14 show the influence of pore shape on the rate sensitivity of the composite elastic modulus, $E_i^*$, and composite Poisson's ratio $v_i^*$, respectively. The flatter pores make the composite response more rate sensitive than do the spherical or prolate spheroidal ones. The rate sensitivity of a composite with prolate spheroidal, needle-like, pores is in between those with oblate spheroidal, crack like, and spherical pores. In this example, for $r = 0.06, 0.08, 0.10, 0.20, 1.0, 3.0, \text{ and } 20.0$ the rate sensitivities of $E_i^*$ are 29.3%, 9%, 4.9%, 1.0%, 0.15%, 0.20%, and 0.25% per decade change in strain rate, respectively. The corresponding rate sensitivities of $v_i^*$ are 9.0%, 6.2%, 4.6%, 1.7%, 0.50%, 0.60%, and 0.70% per decade change in strain rate.

Berryman (12) has shown that inclusion shape has very little effect on the composite response if the moduli of the inclusions and the matrix are not too different. As the difference between the moduli is increased, the composite response becomes more sensitive to the shape of the inclusions. The influence of inclusion shape on the composite response can be explained by considering the case of empty
$R_{cv}$ means either a bigger orifice diameter or a smaller orifice length. In any case, a higher $R_{cv}$ makes it easier for the fluid to flow through the orifice and requires a higher strain rate to see a significant value of $K_f^*$. The rate sensitivity of $E_i^*$ and $v_i^*$ can be studied for single or multiple values of $R_{cv}$.

3.7.4.1 Materials with a Single Value of $R_{cv}$

Figs. 3.19 and 3.20 illustrate the rate sensitivity of $E_i^*$ and $v_i^*$ for two composites in which the pores have a single value of $R_{cv}$, $4.86 \times 10^{-11}$ or $7.78 \times 10^{-10}$. The other properties are the same as those of PS.5P (section 3.7.2). The shapes of the $E_i^*$ versus $\dot{\varepsilon}$ and $v_i^*$ versus $\dot{\varepsilon}$ curves are the same for both composites. At very low strain rates, e.g., below 1 microstrain/sec, $E_i^*$ and $v_i^*$ are constant. This represents the case when the effective bulk modulus of the pore, $K_f^*$, approaches zero. At very high strain rates, the two curves coincide once again. In this case $K_f^*$ approaches $K_f$. At intermediate rates, $K_f^*$ is lower for composite with $R_{cv} = 7.78 \times 10^{-10}$ than for $R_{cv} = 4.86 \times 10^{-11}$ because the fluid faces less resistance leaving the pore if the orifice is wider or shorter. As pointed out in section 3.3 (Eq. 3.23), a higher value of $R_{cv}$ causes a softer overall response, except at extreme strain rates where either $K_f^* \rightarrow 0 (\dot{\varepsilon} \rightarrow 0)$ or $K_f^* \rightarrow K_f (\dot{\varepsilon} \rightarrow \infty)$.

3.7.4.2 Materials with Multiple Values of $R_{cv}$

For cement paste, the experimental moduli, $E_i$ and $v_i$, versus logarithm of strain rate relations are almost linear. The unrealistic shapes shown in Figs. 3.19 and 3.20 arise from the unrealistic
assumption of a single $R_{cv}$ value. Unlike the idealized materials of
the previous section, real porous materials have many combinations of
pores and orifices which results in multiple values of $R_{cv}$. Figs.
3.21 and 3.22 show that as the number of $R_{cv}$ values is increased, the
$E_1^*$ and $\nu_1^*$ versus log $\varepsilon$ relations become more and more linear. To ob-
tain a linear increase in moduli with increasing logarithm of strain
rate, it is not only necessary to have multiple values of $R_{cv}$, but it
is also necessary to have values of $R_{cv}$ that are not clustered around
one value. To simulate the experimental results, the range of strain
rates for which the experimental response is linear dictates the
range of the $R_{cv}$ values; the wider the experimental linearity, the
wider must be the range of $R_{cv}$ values. In this example (Figs. 3.21
and 3.22), the values of $R_{cv}$ are geometrically equally spaced between
$3.75 \times 10^{-18}$ and $1.24 \times 10^{-4}$.

The moduli versus logarithm of strain rate relations shown in
Figs. 3.21 and 3.22 eventually become insensitive to strain rate if
strain rates outside the range considered are used. Figs. 3.23a and
3.23b show the elastic modulus and the Poisson's ratio, $E_1^*$ and $\nu_1^*$,
versus strain rate relations, respectively, for strain rates in the
range $1 \times 10^{-7}$ to $1 \times 10^{12}$ microstrain/sec. As expected, both rela-
tions become insensitive to strain rate beyond a certain strain rate
range (in this case $3 \times 10^{-7}$ to $3 \times 10^{10}$ microstrain/sec). As stated
earlier, the range of the strain rates for which the response remains
rate sensitive depends on the range of $R_{cv}$ used. In real materials,
the range of pore sizes which governs the range of $R_{cv}$ is finite.
Hence, according to the model, the response of a porous material must become insensitive to strain rate, if extreme strain rates are used.

3.7.5 Dry Material

In a dry porous material, the pore fluid is air which has a negligible bulk modulus, $K_a = 0$. Thus, $0 \leq K_f^* \leq K_a$. Whatever the upper limit of $K_f^*$, it can be achieved only at very high strain rates because the viscosity of air is much lower than that of a liquid. The model is not strain-rate sensitive for dry specimens.

3.8 Simulation of Experimental Results for Cement Paste

In this section the self-consistent model is used to duplicate experimental moduli, $E_i$ and $v_i$, versus $\varepsilon$ relationships for cement paste. Several numerical examples are presented to demonstrate how the model is able to match experimental results. Knowledge gained in section 3.7 is used in developing the following procedure.

3.8.1 Procedure

The procedure begins with the selection of a representative pore shape, $r$, (i.e. one value for all pores) and values of the characteristic volume ratio, $R_{cv}$. A set of rate insensitive solid phase moduli, $K_s$ and $G_s$, are selected and initial estimates of the composite moduli, $K_i^*$ and $G_i^*$ (see Eq. 3.53), are made so that the values of the effective bulk moduli of the pore, $K_f^*$, can be obtained at a selected strain rate. Using these moduli, the composite moduli of the porous solid, $K^*$ and $G^*$, are iteratively calculated using Eq. 3.53 until convergence is achieved. To ensure that $K_f^*$ is accurate,
this procedure is repeated unless $K_1^*$ and $G_1^*$ match well with the converged values of $K$ and $G$. The process is repeated by varying $K_s$ and $G_s$ until the converged moduli match with the experimental values. Once such a match is obtained, the moduli of the solid phase are not changed, and the composite moduli are calculated at other strain rates.

After calculating the composite moduli, $E_i^*$ and $v_i^*$, at various strain rates, the results are plotted and compared with the experimental values. The analytical response is varied to match the experimental results by varying one or more of the following: (i) the number of $R_{cv}$ values, (ii) the range of $R_{cv}$ values, and (iii) the pore aspect ratio, $r$. Increasing the number of $R_{cv}$ values increases the linearity of the composite moduli versus logarithm of strain rate relation. Increasing the upper limit of the range of $R_{cv}$ values increases the upper limit of the strain-rate range for which the response is rate sensitive. Similarly, decreasing the lower limit of the range of $R_{cv}$ values decreases the lower limit of the strain-rate range for which the response is rate sensitive. By reducing the aspect ratio of the pores the response can be made more rate sensitive. Reduction of the aspect ratio, $r$, also makes the response softer (section 3.3.7.2), i.e., lower composite moduli. Changes in $R_{cv}$ or $r$ require that the iterative solution for $K^*$ and $G^*$ be repeated.

An increase in the range of $R_{cv}$ values, to some extent, reduces the rate sensitivity of the moduli. While the analytical strain-rate
sensitivity can be reduced by either increasing \( r \) or by increasing the range of \( R_{cv} \) values selected, section 3.8.2.3 shows that a unique set of constituent properties is needed to duplicate the rate sensitive experimental moduli.

### 3.8.2 Numerical Examples

In this section, examples are presented to compare the analytical moduli and stress-strain behavior with the experimental results for cement paste with \( W/C = 0.3, 0.4 \) and 0.5. The analytical results are obtained considering three nearly saturated porous solids, PS.3P, PS.4P and PS.5P.

As discussed in chapter 2, the experimental elastic modulus, \( E_i \), of a specimen is calculated as the slope of the least squares fit line through the stress-strain plot in the range of 5\% to 20\% of its strength. The experimental Poisson's ratio, \( v_i \), of a specimen is calculated at 20\% of the strength. For each material, the stress levels at which the analytical moduli, \( E_i^* \) and \( v_i^* \), are calculated are obtained as follows. The equation of the least squares straight line for the experimental average strength versus logarithm of strain rate data (Table 2.2) is obtained. However, the estimated strength at any strain rate is not allowed to be lower than 4000 psi. From this equation, the maximum stress for each strain rate is obtained. \( E_i^* \) represents the secant modulus at 20\% of the strength (Reminder: \( k_i^* \) is based on the hydrostatic stress in the pore fluid and the total volume change of the pore at 20\% of the strength). As shown in Figs.
3.24-3.26, the range of strain rates used for the analytical results includes the range of the experimental results.

3.8.2.1 Constituent Properties

The equivalent porous solids, PS.3P, PS.4P, and PS.5P, have porosities of 30%, 35%, and 40% which are approximately equal to the total porosities in pastes with W/C = 0.3, 0.4, and 0.5 at 75% hydration (72). The procedure of section 3.8.1 is used to determine the constituent properties of these porous solids such that they duplicate the strain-rate sensitive moduli of cement pastes with W/C = 0.3, 0.4 and 0.5, respectively. The constituent properties of PS.3P, PS.4P, and PS.5P are: $r = 0.0377$, $0.0572$, $0.0795$, $E_s = 15.23 \times 10^6$ psi, $11.971 \times 10^6$ psi, $11.55 \times 10^6$ psi, and $\nu_s = 0.425$, $0.420$, $0.417$, respectively. For each porous solid, sixteen $R_{cv}$ values geometrically equally spaced in a range given below are used. The ranges of $R_{cv}$ are: for PS.3P from $2.34 \times 10^{-19}$ to $1.24 \times 10^{-4}$, for PS.4P from $2.34 \times 10^{-19}$ to $1.99 \times 10^{-4}$, and for PS.5P from $3.75 \times 10^{-18}$ to $1.81 \times 10^{-18}$.

A comparison of these ranges of $R_{cv}$ shows that PS.5P, the porous solid representing the highest water-cement ratio (0.5) paste, has the narrowest range of $R_{cv}$. PS.4P, representing the next lower water-cement ratio (0.4) paste has a range of $R_{cv}$ that is 257 times wider than that of PS.5P. PS.3P, which represents the paste with the lowest water-cement ratio (0.3), however, has an $R_{cv}$ range that is only 4 times wider than that of PS.5P. The nonmonotonic nature of the increase in the width of the range of $R_{cv}$ with decrease in the
water-cement ratio is a consequence of the aberrant nature of the rate sensitivity of paste with W/C = 0.4. As pointed out in Chapter 2, paste with W/C = 0.4 has rate sensitivity, both in terms of $E_1$ and $v_1$, that is lower than those of the pastes with W/C = 0.3 and 0.5. Although, the widening of the range of $R_{cv}$ with the increase in water-cement ratio is clearly not monotonic in this comparison, there is a trend towards a wider range of $R_{cv}$ for a porous solid that represents a lower water-cement ratio paste. This is expected, since less space is available for the hydration products to grow in pastes with low water-cement ratios (72), causing finer pore sizes and a wider range of $R_{cv}$ than in pastes with high water-cement ratios.

3.8.2.2 $E_1^{*}$ versus $\varepsilon$

Figs. 3.24a, 3.25a and 3.26a compare the elastic moduli, $E_1^{*}$, of PS.3P, PS.4P and PS.5P with the experimental values, $E_1$, at several strain rates for cement pastes with W/C's of 0.3, 0.4, and 0.5, respectively, tested 27 to 29 days after casting. Each experimental value shown in these figures is the average of at least 2 specimens. For W/C = 0.3 and 0.5 and strain rates of 3, 3000, and about 170,000 microstrain/sec, at least 10 specimens were tested. Figs. 3.24a, 3.25a, and 3.26a demonstrate that the analytical $E_1^{*}$ versus log $\varepsilon$ relations closely match the experimental relations for the three pastes. The $E_1^{*}$ - log $\varepsilon$ relations are linear except near the lowest and the highest strain rates considered, where they tend to decrease in slope. This is consistent with the earlier observation (section
3.7.4.2) that at very high or very low strain rates, the moduli eventually become insensitive to strain rate.

3.8.2.3 $v_1^\ast$ versus $\dot{\varepsilon}$

Figs. 3.24b, 3.25b and 3.26b compare the experimental and analytical Poisson's ratios, $v_1^\ast$ and $v_1$, at several strain rates for W/C of 0.3, 0.4, and 0.5, respectively. The results shown in these figures come from the same calculations that produce the results shown in Figs. 3.24a, 3.25a and 3.26a. In Figs. 3.24b, 3.25b and 3.26b, each experimental value is obtained by averaging $v_1$ for at least two specimens. For W/C = 0.3 and $\dot{\varepsilon} = 3$, 3000, and 170,000 microstrain/sec at least 10 specimens are used.

As shown in Figs. 3.24b, 3.25b and 3.26b, the experimental Poisson's ratio versus strain rate data for W/C = 0.3, 0.4 and 0.5 pastes have more scatter than the corresponding data for the elastic moduli. There was some noise in the electrical signal of the transverse gages used on the specimens which required the data to be smoothed. Like the analytical versus experimental elastic moduli comparisons of section 3.8.2.1, the $v_1^\ast$ versus log $\dot{\varepsilon}$ relations for the three pastes match well with the experimental relations. Similarly, the $v_1^\ast$ versus log $\dot{\varepsilon}$ relations are linear except near the extreme strain rate.

3.8.2.4 Variability of Constituent Properties

It was pointed out in section 3.8.1 that the analytical rate sensitivities of the composite moduli can be decreased by either increasing the pore aspect ratio, $r$, or by widening the range of $R_{cv}$.
It is therefore conceivable that one could duplicate a given set of strain-rate sensitive moduli using an alternative porous solid(s) which has a wider range of \( R_{cv} \) values but a smaller effective aspect ratio, \( r \).

In the following example, an attempt is made to find the constituent properties of such an alternative porous solid (now referred to as \( \text{PS.5P}' \)) for \( \text{PS.5P} \). The process of finding the constituent properties of \( \text{PS.5P}' \) is started with those of \( \text{PS.5P} \), and involves widening the range of \( R_{cv} \), followed by estimation of \( r \), and the solid phase moduli, \( E_s \) and \( \nu_s \). The estimation of \( r \), \( E_s \) and \( \nu_s \) is an iterative process which is continued until the experimental elastic moduli, \( E_i \), are duplicated (as they did for \( \text{PS.5P} \)), and the differences in the rate sensitive Poisson's ratios of \( \text{PS.5P}' \) and the experimental values are minimized. In the following example (Figs. 3.27-3.29) the steps of the iterative process are shown as if the values of the constituent properties of \( \text{PS.5P}' \) are found in a single iteration. This can happen only by chance. Constituent properties of \( \text{PS.5P} \) and \( \text{PS.5P}' \) are also used in section 4.7.7 to compare long term creep strains. As the following example demonstrates, while the elastic moduli of \( \text{PS.5P} \) and \( \text{PS.5P}' \) match, the rate sensitivity of the Poisson's ratio, \( \nu_i^* \), of \( \text{PS.5P}' \) is lower than that of \( \text{PS.5P} \); primarily because a change in \( r \) changes the rate sensitivity of \( E_i^* \) to a greater extent than that of \( \nu_i^* \).

Fig. 3.24 compares the analytical strain-rate sensitive moduli, \( E_i^* \) and \( \nu_i^* \), of \( \text{PS.5P} \) with the experimental values, \( E_i \) and \( \nu_i \). Both
the analytical and the experimental results represent 7.3% and 4.9% increases in $E^*$ and $v^*$, respectively, with a decade increase in strain rate. Fig. 3.27 makes a similar comparison after the range of $R_{cv}$ is widened 100 times (from $3.75 \times 10^{-18}$ - $1.24 \times 10^{-4}$ to $3.75 \times 10^{-19}$ - $1.24 \times 10^{-3}$). The rate sensitivities of $E^*_i$ and $v^*_i$ have now reduced to 6.2% and 4.2%, respectively.

Next, the aspect ratio, $r$, is decreased from 0.0795 (for PS.5P) to 0.0752, so that the rate sensitivity of the analytical elastic modulus, $E^*_i$, could be increased and brought closer to the experimental value. In the process, the rate sensitivity of $v^*_i$ also increases to some extent. As Fig. 3.28 shows, with the smaller $r$ of 0.0752 (versus 0.0795 in Fig. 3.27) the rate sensitivities of $E^*_i$ and $v^*_i$ increase to 7.8% and 4.7%, respectively (versus 6.2% and 4.2% in Fig. 3.27). Clearly, the decrease in $r$ has increased the rate sensitivity of $E^*_i$ to a considerably greater extent than that of $v^*_i$. However, the decrease in $r$ has also decreased the magnitudes of $E^*_i$ and $v^*_i$.

Finally, to minimize the differences in the magnitudes of the analytical and the experimental moduli, the solid phase moduli, $E_s$ and $v_s$, are increased to $12.8 \times 10^6$ psi and 0.443, respectively. The last change in the constituent properties enables the analytical elastic moduli to match the experimental values, minimizes the differences between the analytical Poisson's ratios and the experimental values, and thus, provides the constituent properties of PS.5P'. Fig. 3.29 compares the analytical rate sensitive moduli using PS.5P' with the experimental values. While the rate sensitive elastic
moduli, $E_1^*$, of PS.5P' are identical to that of the experimental elastic moduli, $E_1$, (and that of $E_1^*$ of PS.5P), the same is not true for $v_1^*$. The rate sensitivity of the Poisson's ratio, $v_1^*$, of PS.5P' is 4.5% per decade change in strain rate which is 10% lower than the experimental value of 4.9% (and that of PS.5P).

Using this procedure, constituent properties of several porous solids like PS.5P' can be found if only the elastic moduli have to be matched, i.e. starting the procedure by widening (or narrowing) the range of $R_{cv}$ to a different extent than the two orders of magnitude used here. A similar procedure can be used to find the constituent properties of yet another porous solid that would match Poisson's ratio values for paste with $W/C = 0.5$ (or those of PS.5P); but then the former's elastic moduli would not match with the latter's. It is possible to have more than one porous solid that can duplicate experimental rate sensitivity of one of the moduli, but the same is not true for both the moduli. Thus, the constituent properties of PS.5P are unique. PS.5P' represents a material, if it exists, whose rate sensitive elastic moduli values are identical to those of paste with $W/C = 0.5$, but whose Poisson's ratio values are not quite the same (and 10% less rate sensitive) as those of PS.5P.

PS.5P' has a range of $R_{cv}$ values that is two orders of magnitude wider (with smaller $r$) than that of PS.5P, but the rate sensitivity of the former's Poisson's ratio is only 10% less than the latter's. This indicates the properties of the equivalent porous solids are highly sensitive to small errors in the measurement of the moduli.
3.8.2.5 Stress-Strain Plots

Fig. 3.30 compares analytical and experimental stress-strain curves for paste with W/C = 0.5 loaded at 3 microstrain/sec and 300,000 microstrain/sec. The experimental stress-strain curves are for specimens 6-1/P-0.5/2 and 6-2/P-0.5/7 (Table 2.3) which had strengths of 6,260 psi and 10,330 psi, respectively. Experimental "initial slope" lines are also shown. These lines are the least squares straight lines through the experimental stress-strain values between stresses corresponding to 5% and 20% of the respective strengths. The analytical stress-strain curves are obtained by using the constituent properties of porous solid PS.5P (section 3.8.2.3) with the exception of the solid phase moduli, $E_s$ and $\nu_s$. $E_s$ and $\nu_s$ are selected so that the analytical initial composite moduli, $E_i$ and $\nu_i$, match the experimental initial moduli, $E_i$ and $\nu_i$, for specimens $X_i$ and $Y_i$. Thus, $E_s = 10.89 \times 10^6$ and $10.85 \times 10^6$ psi and $\nu_s = 0.38$ and 0.40 were used for two analytical curves.

As shown in Fig. 3.30, the analytical curves are nonlinear for both strain rates. However, they are much less nonlinear than the experimental curves. For low stresses, e.g. up to 30% of the strength, both the analytical and the experimental stress-strain curves are very close to linear and match closely. At higher stresses the nonlinear strains, i.e. the values of strain after subtracting the strains corresponding to the respective "initial slope" line, of each curve increase. However, with an increase in stress, the nonlinear strains for the analytical curves become smaller and
smaller fractions of the experimental values. For example, at 3 microstrain/sec and stress levels of 40% and 60% of the strength, the analytical nonlinear strains are 60% and 27% of the experimental values of 70 and 288 microstrain, respectively. For 300,000 microstrain/sec curves, the two values are 57% and 30% of the experimental values of 86 and 278 microstrain, respectively. The lower degree of nonlinearity for the analytical curves, especially at higher stresses, is not surprising since the model does not consider cracking (6).

3.9 Pore Shape in Cement Paste

This study shows that pores in cement paste must be flat (oblate spheroids in this model) in order to duplicate the observed variation in elastic moduli as a function of strain rate. Although the shapes of the pores have been limited to spheroids in the current model, the results provide strong evidence that typical voids in hydrated cement paste deviates markedly from the circular cylinders commonly assumed in conventional porosimetry, and capillary condensation techniques. These new observations in no way take away from the applicability of those pore measurement techniques, but they do provide additional insight into the nature of the structure of cement paste.
CHAPTER 4

USE OF THE RATE-SENSITIVE MODEL
TO SIMULATE CREEP

4.1 Introduction

In the derivation of the equations for the strain-rate sensitive model (Chapter 3), a porous specimen loaded at a constant strain rate was considered. In this chapter, the equations and procedures are modified for a material undergoing creep at a constant stress (or stress-strength ratio). The basic physical phenomena, the viscous, time dependent flow of pore fluid, is the same.

Attiogbe and Darwin (6), in their study of submicroscopic cracking of cement paste and mortar, found that a substantial portion of the inelastic deformation under a sustained load was caused by factors other than submicroscopic cracking. Terry and Darwin's (83) sustained load tests show that cement paste exhibits significant inelastic deformation at a stress-strength ratio as low as 0.2. Since very little cracking is present at such low stress levels, Terry and Darwin's (83) results suggest that pore fluid movement plays an important role in the inelastic deformation. In this chapter, the rate-sensitive model is used to estimate the amount of inelastic deformation that can be attributed to the flow of pore fluid under sustained load.

As discussed in section 3.1, a porous solid, such as cement paste, can be viewed as a composite consisting of pores of various
shapes and sizes embedded in a solid matrix. The moduli of the composite are dependent upon the geometric and material properties of the pores and the matrix. In the rate-sensitive model, communication between saturated and unsaturated pores occurs through cylindrical orifices. The overall moduli of the isotropic porous solid, $K^*$ and $\nu^*$, depend on the moduli of the solid phase (not affected by the loading rate or stress history) and the effective bulk moduli of the pores (Note: the shear moduli of the pores are always zero, and will not be considered). The effective bulk modulus of a pore, $K_f^*$, is not, in general, the same as the bulk modulus of the pore fluid, $K_f$. Only when the orifice diameter is zero (i.e. the pore is completely isolated) does $K_f^* = K_f$, irrespective of the stress history. If the material properties are constant, $K_f^*$ for a pore with a finite orifice diameter depends on the loading rate and the geometry of the orifice relative to the pore. For such cases $K_f^*$ lies between 0 and $K_f$ (section 3.1). $K_f^*$ increases with an increase in the loading rate, an increase the length of the orifice, and a decrease in the diameter of the orifice.

In a creep test, as the stress is raised quickly, typically in a few seconds, very little flow occurs through the orifices. As the applied stress is held constant and the fluid flows through the orifices, the effective bulk moduli of the pores drop, resulting in a decrease in stiffness and an increase in the longitudinal and lateral strains with time.
4.2 Overview of the Model

As developed in Chapter 3, the rate-sensitive model represents a porous material as consisting of spheroidal pores surrounded by a homogeneous isotropic medium made up of spherical grains. The spheroidal pores are oriented isotropically. Each pore is assumed to be connected to an unsaturated region via an orifice. At any instant, the hydrostatic stress within a pore (really the hydrostatic stress within the pore fluid, \( \sigma_f(t) \)), which is surrounded by the effective medium whose moduli depend on the hydrostatic stress in all of all the pores, is expressed as a function of the relative geometry of the pore and the orifice, the properties of the pore fluid, the moduli of the surrounding medium, and the applied stress rate. The time-dependent effective modulus of a pore, \( K_f^* \), is a function of \( \sigma_f(t) \), and the deformation of the pore. The values of \( K_f^* \), along with the moduli of the solid phase, \( K_s \) and \( v_s \), are used in a self-consistent manner to obtain the composite moduli of a porous solid as a function of time.

4.3 Hydrostatic Stress in Pore Fluid, \( \sigma_f(t) \)

In this section, an expression is developed for the hydrostatic stress in the pore fluid, \( \sigma_f(t) \), for a porous material subjected to a stress history of the type normally used in a creep test. A differential equation in \( \sigma_f(t) \) is obtained by equating the rate of change of the volume of the pore fluid to that of the pore. The differential equation involves an integral of \( \sigma_f(t) \). A closed form
solution for \( \sigma_f(t) \) cannot be found, and thus, a numerical procedure is used to find values of \( \sigma_f(t) \) at selected times.

### 4.3.1 Derivation of Differential Equation in \( \sigma_f(t) \)

Consider a saturated spheroidal pore surrounded by a homogeneous isotropic medium subjected to uniform stress. The pore is connected to an unsaturated region via an orifice. Following the argument of section 3.3, the rate of change of the volume of the pore fluid must be equal to the rate of change of volume of the pore itself, or

\[
\frac{\Delta V_{\text{fluid}}(t)}{\Delta t} = \frac{\Delta V_{\text{pore}}(t)}{\Delta t}
\]

(4.1)

The left hand side of Eq. 4.1 is the sum of the rate of change of volume of the fluid due to pressure in it \( \frac{\Delta V_{fp}(t)}{\Delta t} \) and the rate of flow of fluid through the orifice \( q_{or}(t) \). The right hand side is the sum of the rate of change of volume of an empty pore under the external loading \( \frac{\Delta V_{pe}(t)}{\Delta t} \) and the rate of change of volume of the pore due to the pressure in the fluid \( \frac{\Delta V_{pp}(t)}{\Delta t} \). Thus, Eq. 4.1 can be written in incremental form as:

\[
\frac{\Delta V_{fp}(t)}{\Delta t} + q_{or}(t) = \frac{\Delta V_{pe}(t)}{\Delta t} + \frac{\Delta V_{pp}(t)}{\Delta t}
\]

(4.2)

The form of Eq. 4.2 has to be modified to obtain an expression for the hydrostatic stress in the pore fluid, \( \sigma_f(t) \). To do that, the
Numerators and the denominators of the first term in the left hand side, and the first and the second terms in the right hand side are multiplied by \( V(t)\Delta \sigma_f(t) \), \( \Delta \sigma(t) \) and \( V_i\Delta \sigma_f(t) \), respectively. \( V(t) \) is the volume of pore at time \( t \), \( \Delta \sigma_f(t) \) is the change in the hydrostatic stress in the pore fluid in time \( \Delta t \) at time \( t \), \( \Delta \sigma(t) \) is the change in the average stress applied on the material containing the pore in time \( \Delta t \) at time \( t \), and \( V_i \) is the initial volume of the pore. After these multiplications, and some rearrangement, Eq. 4.2 can be written as:

\[
\left( \frac{1}{\Delta \sigma_f(t)} \right) \frac{\Delta \sigma_f(t)}{\Delta t} \frac{\Delta \sigma_f(t)}{V(t)} + q_{cr}(t) = \left( \frac{\Delta V_{be}(t)}{\Delta \sigma(t)} \right) \frac{\Delta \sigma(t)}{\Delta t}
\]

\[
+ \left( \frac{\Delta V_{PP}(t)/V_i}{\Delta \sigma_f(t)} \right) V_i \frac{\Delta \sigma_f(t)}{\Delta t}
\]

(4.3)

The denominator of the first term inside the parenthesis in Eq. 4.3 is the expression for the bulk modulus of the pore fluid, \( K_f \).

\[
K_f = \frac{\Delta \sigma_f(t)}{\Delta V_{FP}(t)/V(t)}
\]

(4.4)

The term inside the first parenthesis on the right hand side of Eq. 4.3 is the change in the volume of the pore per unit average applied
strain on the material containing the pore, \( v^* \), divided by the elastic modulus of the surrounding medium, \( E^* \).

\[
\frac{v^*}{E^*} = \frac{\Delta V_{pe}(t)}{\Delta a(t)} \quad (4.5)
\]

\( v^* \) can be expressed in terms of pore geometry, pore orientation, \( \psi \), and the moduli of the material surrounding the pore. \( \psi \) is defined as the angle between the polar semiaxis of the pore and the horizontal plane. The expression for \( v^* \) is quite complex and is derived in Appendix A. The term inside the last parenthesis in Eq. 4.3 is the fractional volume change of the pore per unit internal hydrostatic stress (in pore fluid) or pore compressibility (101), \( C_{pp} \)

\[
C_{pp} = - \frac{\Delta V_{pp}(t)/V_1}{\Delta a(t)} \quad (4.6)
\]

\( C_{pp} \) can be expressed as a function of the pore geometry and the moduli of the material surrounding the pore. Such expressions are given in Appendix B.

Substituting Eqs. 4.4-4.6 into Eq. 4.3 and changing the equation to differential form gives:

\[
\frac{1}{K_f}V(t)\dot{\sigma}_f(t) + q_{cr}(t) = v^*\dot{\sigma}/E^* - C_{pp} V_1\dot{\sigma}_f(t) \quad (4.7)
\]
in which the dot represents the derivative with respect to time. \( \dot{\sigma} \) is the applied stress rate and assumed constant for this derivation.

In Appendix C, the following expression for the rate of flow of pore fluid through the orifice, \( q_{or}(t) \), is derived:

\[
q_{or}(t) = \left( \frac{\pi d^4}{64 \mu h^3} \right) \sigma_f(t) \tag{4.8}
\]

in which, \( d \) is the diameter of the orifice, \( h \) is the length of the orifice, and \( \mu \) is the viscosity of the pore fluid. Also, in Eq. 4.4 for \( t = T \),

\[
V(T) = V_1 + \int_0^T q_{or}(t) \, dt \tag{4.9}
\]

Eqs. 4.8 and 4.9 show that \( q_{or}(t) \) and \( V(T) \) are functions of \( \sigma_f(t) \). To solve Eq. 4.7 for \( \sigma_f(t) \), \( q_{or}(t) \) and \( V(T) \) must be replaced by Eqs. 4.8 and 4.9, respectively, in Eq. 4.7. After these substitutions and some rearrangement Eq. 4.7 becomes

\[
\frac{V_i}{K_f} + \frac{\pi d^4}{64 \mu h K_f} \int_0^T \sigma_f(t) \, dt + V_1 C_{pp} \frac{d \sigma_f(t)}{dt} \right.
\]

\[
+ \frac{\pi d^4}{64 \mu h \sigma_f(t)} = \left( \frac{\sigma^*}{\sigma^*} \right) \frac{d \sigma(t)}{dt} \tag{4.10}
\]
4.3.2 Numerical Procedure to Find Values of $\sigma_f(t)$

Eq. 4.10 is a differential equation in $\sigma_f(t)$ for which a closed form solution cannot be found because it also involves an integral of $\sigma_f(t)$. Hence, a numerical procedure is used to find values of $\sigma_f(t)$ at selected times. To do that, first both sides of Eq. 4.10 are integrated with respect to time. In the resulting expression, the integrals of $\sigma_f(t)$ are replaced by the equivalent sums to obtain a quadratic equation in $\sigma_f(t)$. The roots of the quadratic equation are found at selected times starting with the initial condition $\sigma_f(t) = 0$ at $t = 0$.

Integrating Eq. 4.10 with respect to time over the range $t_a \leq t \leq t_b = T$, gives

\[
\left(\frac{V_i}{K_f} + \frac{\pi d^4}{64\mu K_f} \int_0^T \sigma_f(t) \, dt + V_1 C_{pp} \right) [\sigma_f(t_b) - \sigma_f(t_a)]
\]

\[+ \frac{\pi d^4}{64\mu} \int_{t_a}^{t_b} \sigma_f(t) \, dt = v^* (\sigma(t_b) - \sigma(t_a))/E^* \quad (4.11)\]

Replacing the integrals in Eq. 4.11 by the corresponding sums using the trapezoidal rule

\[
\left(\frac{V_i}{K_f} + \frac{\pi d^4}{64\mu K_f} \sum_{j=1}^{n-1} \frac{\sigma_f(t_j) + \sigma_f(t_{j+1})}{2} \Delta t_j + V_1 C_{pp} \right) [\sigma_f(t_b) - \sigma_f(t_a)]
\]

\[+ \frac{\pi d^4}{64\mu} \left( \frac{\sigma_f(t_a) + \sigma_f(t_b)}{2} \right) \Delta t_a = v^* (\sigma(t_b) - \sigma(t_a))/E^* = 0 \quad (4.12)\]
in which \( \Delta t_j = t_{j+1} - t_j, \ j = 1, 2, \ldots, n-1 \) and \( \Delta t_a = t_b - t_a \). In Eq. 4.12, note that the time interval can always be selected so that \( t_n = t_b \) and \( t_{n-1} = t_a \). Thus, \( \sigma_f(t_b) = \sigma_f(t_n) \), \( \sigma_f(t_a) = \sigma_f(t_{n-1}) \), \( \Delta t_a = \Delta t_{n-1} \), \( \sigma(t_b) = \sigma(t_n) \), and \( \sigma(t_a) = \sigma(t_{n-1}) \). Making these substitutions in Eq. 4.12,

\[
\frac{V_i}{K_f} + \frac{\pi d^4}{64\mu h K_f} \left( \sum_{j=1}^{n-1} \frac{\sigma_f(t_j) + \sigma_f(t_{j+1})}{2} \Delta t_j + V_i C_{pp} (\sigma_f(t_n) - \sigma_f(t_{n-1})) \right) + \frac{\pi d^4}{54\mu h} \frac{\sigma_f(t_{n-1}) + \sigma_f(t_n)}{2} \Delta t_{n-1} - v^*(\sigma(t_n) - \sigma(t_{n-1}))/E^* = 0 \tag{4.13}
\]

Bringing the first and the last terms out of the summation,

\[
\frac{V_i}{K_f} + \frac{\pi d^4}{64\mu h K_f} \left[ \left( \frac{\sigma_f(t_1) + \sigma_f(t_2)}{2} \right) \Delta t_1 + \sum_{j=2}^{n-2} \left( \frac{\sigma_f(t_j) + \sigma_f(t_{j+1})}{2} \right) \Delta t_j + \frac{\sigma_f(t_{n-1}) + \sigma_f(t_n)}{2} \right] + V_i C_{pp} (\sigma_f(t_n) - \sigma_f(t_{n-1})) \tag{4.14}
\]

\[
+ \frac{\pi d^4}{54\mu h} \frac{\sigma_f(t_{n-1}) + \sigma_f(t_n)}{2} \Delta t_{n-1} - v^*(\sigma(t_n) - \sigma(t_{n-1}))/E^* = 0
\]

Substituting \( \sigma_f(t_1) = 0 \) (initial condition) and \( \frac{\Delta t_{j-1} + \Delta t_j}{2} = \Delta t_{avg_j} \), Eq. 4.14 can be written as
The characteristic volume ratio, $R_{cv}$, defined by Eq. 3.21, is now introduced into Eq. 4.15.

$$R_{cv} = \frac{\pi d^*}{hV_i}$$  \hfill (4.16)

Substituting Eq. 4.16 into Eq. 4.15 and simplifying gives

$$A_i[\sigma_f(t_n)]^2 + B_i[\sigma_f(t_n)] + C_i = 0$$  \hfill (4.17)

in which,

$$A_i = \frac{V_i R_{cv} \Delta t_{n-1}}{128 \mu K_f}$$  \hfill (4.18)

$$B_i = \frac{V_i}{K_f} + V_i C_{pp} + \frac{V_i R_{cv} \Delta t_{n-1}}{64 \mu K_f} \sum_{j=1}^{n} \sigma_f(t_j) \Delta t_{avgj}$$

$$= \frac{V_i R_{cv} \Delta t_{n-1}}{128 \mu K_f} \sigma_f(t_{n-1}) + \frac{V_i R_{cv} \Delta t_{n-1}}{128 \mu} \hfill (4.19)$$

$$C_i = -\left(\frac{\nu^*}{E^*}\right)(\sigma(t_n) - \sigma(t_{n-1})) + \left(\frac{V_i R_{cv} \Delta t_{n-1}}{128 \mu}\right) - \frac{V_i}{K_f}$$

$$- V_i C_{pp} \sum_{j=1}^{n} \sigma_f(t_j) \Delta t_{avgj} \sigma_f(t_{n-1}) \hfill (4.20)$$
Eq. 4.17 is a quadratic equation in $\sigma_f(t_n)$ with a root

$$\sigma_f(t_n) = \frac{-B_1 \pm \sqrt{B_1^2 - 4A_1C_1}}{2A_1} \quad (4.21)$$

Note, calculations for $\sigma_f(t_n)$ require the knowledge of $\sigma_f(t_j)$, $j = 1, 2, \ldots, n-1$. The process of finding $\sigma_f(t_n)$ is initiated by first finding $\sigma_f(t_2)$ (Note: $\sigma_f(t_1) = 0$ is the initial condition) and then sequentially finding $\sigma_f(t_j)$, $j = 3, 4, \ldots, n$. Since creep strain is known to increase at slower and slower rates with time, the calculation efficiency can be improved by gradually increasing the time intervals, $\Delta t_j$, during the sustained loading.

4.4 Effective Bulk Modulus of a Saturated Pore, $K_f^*$

In this section, an expression is obtained for the effective bulk modulus of the saturated pore considered in section 4.3. The effective bulk modulus of the pore, $K_f^*$, is

$$K_f^* = \frac{\sigma_f(T)}{\varepsilon_v(T)} \quad (4.22)$$

in which $\sigma_f(T)$ is the hydrostatic stress in the pore fluid at time $T$ and $\varepsilon_v(T)$ is the ratio of the total volume change due to the compressibility of the pore fluid ($\Delta V_c(T)$) and the flow of the pore fluid through the orifice ($\Delta V_o(T)$), divided by the initial volume of the pore ($V_i$). Thus,
To solve Eq. 4.23, we use the definition of the bulk modulus of the pore fluid, $K_f$.

$$K_f = \frac{\sigma_f(T)}{\Delta V_o(T) / V(T)} \quad (4.24)$$

or

$$\Delta V_o(T) = \frac{\sigma_f(T) V(T)}{K_f} \quad (4.25)$$

Also, integrating Eq. 4.8 between $0 \leq t \leq T$

$$\Delta V_o(T) = \frac{\pi d^4}{64 \mu h} \int_0^T \sigma_f(t) dt \quad (4.26)$$

Substituting Eqs. 4.25 and 4.26 in Eq. 4.23 gives

$$K_f^* = \frac{\sigma_f(T)}{\frac{\pi d^4}{64 \mu h} \int_0^T \sigma_f(t) dt \frac{V(T) \sigma_f(T)}{V_i K_f} + \frac{\pi d^4}{64 \mu h V_i} \int_0^T \sigma_f(t) dt} \quad (4.27)$$

Substituting Eq. 4.9 for $V(T)$ and Eq. 4.16 for $\pi d^4/h V_i$ and simplifying gives
4.5 Self-Consistent Procedure for Finding Composite Moduli, $E^*, \nu^*$

As explained in sections 3.5 and 3.6, the following expressions are used to iteratively calculate the composite bulk and shear moduli, respectively.

\[
K^*_n = \frac{\sigma_f(T)}{K_f} \left( 1 + \frac{\sigma_f(T) \int_0^T \sigma_{ff}(t) dt}{\nu f f} \right) + \sum_{j=1}^{m} C_j K_j (P^*_j)_n
\]

\[
K^*_{n+1} = \frac{\sum_{j=1}^{m} C_j K_j (P^*_j)_n}{\sum_{j=1}^{m} C_j (P^*_j)_n}
\]

\[
G^*_n = \frac{\sum_{j=1}^{m} C_j G_j (Q^*_j)_n}{\sum_{j=1}^{m} C_j (Q^*_j)_n}
\]

in which, $C_j$, $K_j$, and $G_j$, $1 \leq j \leq m$, are the volume concentration, bulk modulus, and shear modulus of the $j^{th}$ phase of the composite. $P^*_j$ and $Q^*_j$, (Appendix D) are functions of shapes and moduli of the constituents. The subscripts $n$ and $n+1$ represent the values of the respective variables at the end of $n^{th}$ and $(n+1)^{th}$ iteration.
4.6 Procedure to Find Longitudinal and Transverse Strains, $\varepsilon_L^*, \varepsilon_T^*$

In this section, a self-consistent procedure is presented that finds the time-dependent longitudinal and transverse strains, $\varepsilon_L^*$ and $\varepsilon_T^*$, for an equivalent porous solid. Before applying the procedure given below for calculating $\varepsilon_L^*$ and $\varepsilon_T^*$, the procedure of section 3.8.1 is used to determine the constituent properties of the equivalent porous solid, e.g. the range of $R_{cv}$, a representative aspect ratio of the pores, and the moduli of the solid phase. These properties are determined so that the strain-rate sensitive analytical moduli match the average experimental values (Chapter 2). If the moduli of the specimen, $E_i$ and $\nu_i$, to be used for comparison are available, the moduli of the solid phase, $E_s$ and $\nu_s$, are modified so that the analytical moduli, $E_i^*$ and $\nu_i^*$, match those of the specimen. While calculating $\varepsilon_L^*$ and $\varepsilon_T^*$, the time increments during the initial rise in stress, $\Delta t_j$, $j = 1, 2, \ldots, m-1$ are kept constant, while the time increments during the sustained loading, $\Delta t_j$, $m, m+1, \ldots, n-1$, are increased geometrically. Thus, the time increments during the sustained loading are such that $\Delta t_j = F_2 \Delta t_{j-1}$, $j = m, m+1, \ldots, n-1$, in which $F_2 \ll 1.0$ and $\Delta t_m$ is the first time interval during the sustained loading.

4.6.1 Procedure

At time $t_2$ (Note, $\varepsilon_L^* = \varepsilon_T^* = 0$ at $t_1 = 0$), the initial estimates of the composite moduli, $K_1^*$ and $G_1^*$, are made. Since the overall response of the composite is expected to be softer than the solid phase, $K_1^*$ and $G_1^*$ are set at fractions of the solid phase moduli, $K_s$ and $G_s$, respectively. Values of hydrostatic stress, $\sigma_f(t_2)$, for all
pores are calculated using Eqs. 4.18-4.21. Using the values of \(\sigma_f(t_2)\) and the values of \(R_{cv}\) selected, the values of the effective bulk modulus of the pores, \(K_f^*\), are obtained (Eq. 4.28). Once \(K_f^*\) for all pores are obtained, they are used along with solid phase moduli, \(K_s\) and \(G_s\), to estimate the composite moduli, \(K^*\) and \(G^*\), iteratively (Eqs. 4.29 and 4.30). The iterative estimation of \(K^*\) and \(G^*\) is started using initial estimates \(K_1^*\) and \(G_1^*\), and continued until two successive pairs of moduli are within reasonable tolerances. To ensure overall self-consistency, the iterative procedure is repeated after replacing \(K_1^*\) and \(G_1^*\) by the converged \(K^*\) and \(G^*\), respectively, unless the former pair is within reasonable tolerances of the latter pair. The composite moduli, \(K^*\) and \(G^*\), at time \(t_2\), are used to calculate the longitudinal and transverse strains, \(\varepsilon_L^*\) and \(\varepsilon_T^*\), using standard elasticity relations. The whole process of calculating the strains is repeated at the selected times, \(t_j\), \(j = 3, 4, \ldots, n\).

During the iterative estimation of \(K^*\) and \(G^*\) using Eqs. 4.29 and 4.30, convergence is assumed when two successive pairs of \(K^*\) and \(G^*\) are within \(1 \times 10^{-6} K^*\) and \(1 \times 10^{-6} G^*\), respectively. Also, for general self consistency, the values of \(K_1^*\) and \(G_1^*\) are replaced by the converged values of \(K^*\) and \(G^*\) unless the former pair is within \(1 \times 10^{-3} K^*\) and \(1 \times 10^{-3} G^*\), of the latter pair, respectively.

4.7 Numerical Examples and Discussion

In the following sections, the rate-sensitive model is used to compare the analytical response under sustained loading with the
response of cement paste with W/C = 0.5. The analytical strains, $\varepsilon^*_L$ and $\varepsilon^*_T$, are obtained as functions of time by considering an equivalent porous solid, PS.5P. $\varepsilon^*_L$ and $\varepsilon^*_T$ are compared with short-term experimental values of $\varepsilon_L$ and $\varepsilon_T$ obtained by Terry and Darwin (83) and Attiogbe and Darwin (6). Long-term analytical creep behavior also is studied and compared with corresponding experimental results (65, 85). An example demonstrating the effect of changes in the parameters of the model (or the properties of the equivalent porous solid) on long-term creep predictions is presented. In the process of finding time-dependent strains, the corresponding time-dependent hydrostatic stress in the pore fluid, $\sigma_f(t)$, and the time dependent effective bulk moduli of the pores, $K_f^*$, are also obtained.

4.7.1 Constituent Properties

For the examples given here, the analytical results are obtained using the constituent properties, except the solid phase moduli, of an equivalent porous solid, PS.5P. For the example in section 4.7.7, the constituent properties of another equivalent porous solid, PS.5P', are also used for comparison. The properties of PS.5P, determined in section 3.8.2, are: the elastic modulus of the solid phase $E_s = 11.55 \times 10^6$ psi, the Poisson's ratio of the solid phase $\nu_s = 0.417$, bulk modulus of the pore fluid $K_f = 3.25 \times 10^5$, shear modulus of pore fluid $G_f = 0$, viscosity of pore fluid $\mu = 1.5 \times 10^{-7}$ psi-sec, pore aspect ratio $r = 0.0795$, total porosity $= 40\%$, and 16 values of characteristic volume ratio, $R_{cv}$, geometrically equally
spaced in the range of $3.75 \times 10^{-18}$ to $1.24 \times 10^{-4}$. For geometrically equal spacing, each successive $R_{cv}$ value is a constant multiple of the previous value, with the first and the last $R_{cv}$ values set at the limits of the range. In section 3.8.2, the constituent properties of PS.5P were determined so that the analytical moduli, $E_i^*$ and $v_i^*$, were very close to the average experimental values for paste with $W/C = 0.5$ at strain rates between $3 \times 10^{-1}$ microstrain/sec to $3 \times 10^5$ microstrain/sec. For section 4.7.5 the solid phase moduli, $E_s$ and $v_s$, are modified so that the analytical moduli match those of the specimen used for comparison (6, 83).

Attiogbe and Darwin (6) calculated the elastic modulus of a specimen, $E_i$, as the secant modulus for the first two sets of stress-strain data, and found it to be $2.53 \times 10^6$ psi for the specimens used here. For Terry and Darwin's (83) results, $E_i$ for each specimen is calculated following the procedure used in this study (section 2.3.2). $E_i$ varies between $2.47 \times 10^6$ psi and $2.55 \times 10^6$ psi. Poisson's ratio, $v_i$, is not available for the specimens in these two studies (section 4.7.5). Hence, values obtained from the least square line through $v_i$ versus logarithm of strain rate data of this study (Table 2.10) are used. For each specimen, the strain rate used for reading $v_i$ from the least squares line is the average strain rate for the initial rise in stress.

For the long-term creep results compared in section 4.7.6, neither the stress-strain relations nor the rate of loading during the initial rise in stress are available. Hence the solid phase
moduli of PS.5P and an initial rise time (15 seconds), corresponding to tests of Attiogbe and Darwin (6) and Terry and Darwin (83), are used.

As suggested in sections 4.3 and 4.6, the total time during sustained loading is divided into gradually increasing intervals. In the following examples, a constant time interval of 1 sec is used during the initial rise in the stress, i.e. for the first 15 sec. After that, the time for sustained loading is divided into n geometrically increasing intervals such that $\Delta t_j = 0.1t_j$, $j = 15, 16 \ldots n-1$.

4.7.2 Applied Stress History, $\sigma(t)$

Terry and Darwin (83) conducted sustained load tests on cement paste, mortar and concrete. Paste specimens with $W/C = 0.5$ subjected to stress-strength ratios of 0.2, 0.4, 0.6 and 0.8 are used here for comparison. The stress was increased to a predetermined level in 15 seconds and then held constant for 4 hours. Fig. 4.1a shows the applied stress-time histories for the four specimens used here.

Attiogbe and Darwin (6) used sustained loading to study the sub-microscopic cracking behavior of cement paste specimens. Like Terry and Darwin (83), the applied stress was increased to a predetermined level in 15 sec and then held constant. For the three $W/C = 0.5$ paste specimens used here, stress-strength ratios of 0.675, 0.725 and 0.800 were used to strain the specimens to 0.004, 0.0059 and 0.0074, respectively. Sustained load was applied for 4 hours for the first
two specimens and for 3.5 hours for the last specimen. Fig. 4.1b shows the three applied stress-time histories.

4.7.3 Hydrostatic Stress in Pore Fluid, \( \sigma_{f}(t) \)

In this and the next section, the second of the Attiogbe and Darwin specimens is used for comparison. An elastic modulus of the solid phase \( E_s = 12.51 \times 10^6 \) psi, a Poisson's ratio of the solid phase \( v_s = 0.4122 \), and a sustained stress of 4884 psi are used. These values are the same as those that are used for the comparisons shown in Fig. 4.6. Fig. 4.2 shows the variation in \( \sigma_{f}(t) \) with time for two \( R_{cv} \) values, \( 6.0 \times 10^{-17} \) and \( 1.6 \times 10^{-13} \), and pore orientations of 0°, 45°, and 90°.

As shown in Fig. 4.2, the hydrostatic stress in a pore, \( \sigma_{f}(t) \), is greatly influenced by its characteristic volume ratio, \( R_{cv} \), as well as its orientation, \( \psi \). For a higher characteristic volume ratio, \( R_{cv} \), the pore pressure, \( \sigma_{f}(t) \), is lower and drops to zero sooner than that for a lower \( R_{cv} \). This is expected, since an increased \( R_{cv} \) represents a larger diameter or shorter length orifice relative to the size of the pore, allowing the pore fluid to flow more quickly. In fact, if the \( R_{cv} \) is large enough, the pore develops negligible pressure. If, on the other hand, the value of \( R_{cv} \) is small enough, the pore develops pressure comparable to that developed in a pore without an orifice and stays so for a long time. Ultimately, the pore pressure drops to zero, even for the pore with the smallest diameter orifice. When this happens, there is no further flow through the orifice and the pore volumes reach equilibrium.
(under a given sustained stress), causing the overall strains to become constant. As shown in Fig. 4.2, the orientation of a pore, \( \psi \), influences \( \sigma_f(t) \) drastically. For an oblate shape \( (r = 0.08715) \), \( \sigma_f(t) \) is the highest for \( \psi = 0^\circ \) and is the lowest for \( \psi = 90^\circ \). This is consistent with the discussion of the influence of \( \psi \) on \( \sigma_f(t) \) in section 3.3.

4.7.4 Effective Bulk Modulus of a Pore, \( K_f^* \)

Fig. 4.3 shows the variation in the effective bulk modulus of a pore, \( K_f^* \), with time for five values of characteristic volume ratio, \( R_{cv} \), between \( 6.0 \times 10^{-17} \) to \( 4.1 \times 10^{-10} \). As discussed in section 3.4, the orientation of a pore, \( \psi \), has very little effect on the effective bulk modulus of a pore, \( K_f^* \), unless the applied strain is very high, e.g. \( \varepsilon \geq 0.01 \). Accordingly, a single curve is obtained for \( \psi = 0^\circ, 45^\circ, \) and \( 90^\circ \) at each \( R_{cv} \) value. Three of the \( K_f^* \) versus logarithm of time curves exhibit kinks at 15 sec, i.e. the at the end of the initial rise in stress. The kinks occur due to the rate sensitive nature of \( K_f^* \). As shown in Fig. 3.5, \( K_f^* \) is highly sensitive to loading (strain) rate; the higher the loading rate, the greater the value of \( K_f^* \). At 15 sec, the loading rate suddenly becomes zero causing abrupt reduction in \( K_f^* \) and a discontinuity (or kink) in the \( K_f^* \) versus time relation. As expected, the kinks appear simultaneously with the sharp drop in the hydrostatic stress in the pore fluid (Fig. 4.2).

As Fig. 4.3 shows, the effective bulk modulus is higher and is sustained longer the lower the characteristic volume ratio. At a given time, the effective bulk modulus of a pore, \( K_f^* \), is higher the
lower the characteristic volume ratio, $R_{cv}$. If $R_{cv}$ is small enough, $K_f^*$ approaches $K_f$ (the bulk modulus of the pore fluid). A further reduction in $R_{cv}$ results in no further increase in $K_f^*$; however, $K_f^*$ remains at $K_f$ for a longer time. As expected, the time when $K_f^*$ reaches zero coincides with the time that the hydrostatic stress in the pore fluid reaches zero. After this time, no further softening of the composite occurs and strain becomes constant.

4.7.5 Longitudinal and Transverse Strains, $\varepsilon_L^*$ and $\varepsilon_T^*$

The longitudinal and transverse strains, $\varepsilon_L^*$ and $\varepsilon_T^*$, are calculated using the procedure described in section 4.5. Fig. 4.4 compares the analytical longitudinal strains with Terry and Darwin's experimental data for cement paste with W/C = 0.5 loaded at stress-strength ratios of 0.2, 0.4, 0.6, 0.8. The figure shows that as stress-strength ratio is increased, the analytical $\varepsilon_L^*$ versus time predictions deviate more and more from the experimental results. Creep strains at the end of 4 hours are calculated by subtracting $\varepsilon_L^*$ at the beginning of the sustained loading (15 sec) from $\varepsilon_L^*$ at the end of the sustained loading (4 hours). For stress-strength ratios of 0.2, 0.4, 0.6 and 0.8, the ratios of the analytical to experimental creep strain are 1.18, 0.75, 0.39 and 0.16, respectively. The match for a stress-strength ratio of 0.2 is good, within 23 microstrain, a difference that is within experimental scatter. The greater deviations at higher stress-strength ratios, is expected since the model does not consider cracking, which plays an important role as the stress level is increased (6). Fig. 4.4 also shows that as the level
of sustained stress is increased, the deviation of the analytical strains from the experimental values during the initial rise in stress becomes more noticeable. The close match at a stress-strength ratio of 0.2 illustrates that the key aspects of creep for short duration at low stress can be explained by moisture movement. As stress increases, other nonlinear behaviors play increasingly important roles.

Figs. 4.5-4.7 compare the analytical response with the experimental results of Attiogbe and Darwin. Since the experimental results are not available as function of time, the comparisons are made only in terms of stress-strain relations. The results show that for stress-strength ratios of 0.675, 0.725 and 0.800, the ratios of analytical to experimental creep strain are 0.31, 0.18 and 0.13, respectively. These ratios are consistent with the comparisons illustrated in Fig. 4.4 and the observation that the analytical response deviates more and more from the experimental results with a rise in stress-strength ratio.

Fig. 4.7 also compares the analytical stress versus transverse strain relation to the experimental results. Both the analytical and the experimental transverse strains increase under sustained stress, but the former is much smaller than the latter. The smaller increase in the analytical transverse strain, ε_T^*, compared to the increase in the experimental value, ε_T, is not surprising since cracking is not considered in the model.
For the results shown in Fig. 4.7, the Poisson's ratio values drop under sustained load for both the analytical (from 0.253 to 0.210) and the experimental (from 0.278 to 0.160) results. The drop in the analytical Poisson's ratio, $v_i^*$, can be explained by considering the role of the fluid filled pores, whose effective bulk moduli decrease with time (Fig. 4.3), in the transverse deformation of the porous solid. Due to the presence of the softer pores, compared to the stiff solid phase, part of the transverse deformation of the solid phase is accommodated within the porous solid (in the pores). This is more so as the effective bulk moduli, $K_f^*$, decrease with time and approach zero. Under sustained loading, as $K_f^*$ for a larger and larger number of pores approach zero (Fig. 4.3), $v_i^*$ becomes a smaller and smaller fraction of $v_s$. This explanation is consistent with a similar explanation by Attiogbe and Darwin (6), that the decrease in the Poisson's ratio under sustained loading suggests consolidation or deformation of solid phase into pores. A smaller drop in $v_i^*$ than that in $v_i$ is expected due to the presence of cracks in the real material (cement paste). For cement paste subjected to sustained loading, some of the cracks, depending on the level of sustained loading, are expected to stabilize and may play a similar role to that of the pores in accommodating part of the transverse deformation of the solid phase.
4.7.6 Long-Term Creep

In the last section (Figs. 4.4-4.7), the analytical longitudinal strain values were calculated for periods up to 4 hours. It is of interest to compare the analytical response with experimental results for longer time periods. As discussed in sections 4.7.3 and 4.7.4, the longitudinal strain in the model, \( \varepsilon^*_L \), will ultimately cease to increase as pores with the smallest characteristic volume ratio, \( R_{cv} \), attain zero hydrostatic pressure, \( \sigma_r(t) \). In this section, the analytical strain calculations are carried out until that happens.

Fig. 4.8 shows the analytical longitudinal strain, \( \varepsilon^*_L \), versus time relations for cement paste with \( W/C = 0.5 \) loaded at stress-strength ratios of 0.2 and 0.4. The constituent properties of PS.5P and the sustained stress levels corresponding to the lowest stress-strength ratio (1312 psi at stress-strength ratio = 0.2) comparison of Fig. 4.4 are used. As expected, \( \varepsilon^*_L \) ceases to change after a finite time, in this case \( 2.4 \times 10^3 \) sec (7.6 years), for both stress levels. As discussed in sections 4.7.3 and 4.7.4, the time at which this occurs, the "terminal time", depends on the minimum value of \( R_{cv} \) for PS.5P. The sensitivity of the terminal time to the change in the parameters of the rate-sensitive model (or the properties of the equivalent porous solid) is discussed in section 4.7.7. Analytical versus experimental long-term creep strains will now be compared.

Timsuk and Ghose (85) conducted creep tests of cement paste with \( W/C = 0.5 \) for 28 days, starting 28 days after casting. To monitor the strength gain and the shrinkage of the wax coated creep
specimens, comparison specimens were kept in the same environment as the test specimens. The applied stress was increased in discrete steps so that a stress-strength ratio of approximately 0.15 was maintained for the 28 days of sustained loading. Creep strains were obtained by arithmetically deducting shrinkage and elastic strains from total strains. As stated in section 4.7.1, the analytical results are obtained using the constituent properties of the equivalent porous solid PS.5P, and the initial rise time (of 15 sec) corresponding to tests of Attiogbe and Darwin (6) and Terry and Darwin (83). Since the extent of gain in strength during the sustained loading is not available, a 15% gain in strength (from 5630 to 6470 psi) is assumed (60) for the analytical calculations. The analytical creep strain is obtained by subtracting $\epsilon_L^*$ at the beginning of the sustained loading from $\epsilon_L^*$ at a given time. Fig. 4.9 compares the analytical creep strain versus time relation with the results of Timsuk and Ghose (85). The experimental data correspond to those of Fig. 3 of Timsuk and Ghose's study (85), and indicate a creep strain at the end of 28 days of sustained loading of 0.000600. The creep strain (at the end of 28 days) for another specimen of the same study (their Fig. 5) is 0.000545. The analytical creep strain of 0.000355 at the end of 28 days of loading is 65% of 0.000545.

Rainford and Timsuk (65), using the same water-cement ratio paste and similar test conditions as Timsuk and Ghose (85), and a stress-strength ratio of 0.2, found the creep strain to be 0.000650 at the end of 28 days of loading. A comparison of the results of
Timsuk and Ghose (85) with those of Rainford and Timsuk (65) suggests that, for the former study, the lower creep strain value of 0.000545 is more likely than the higher value of 0.000600. Fig. 4.10 makes an analytical versus experimental creep strain comparison using test results of Rainford and Timsuk (65). The magnitudes of the sustained stress levels used in the experiments (65) are not available. Hence, an initial (at 15 sec) sustained stress of 1312 psi (used by Terry and Darwin (83) is used for the analytical results. Like Fig. 4.9, a 15% increase in strength is also assumed. The analytical creep strain of 0.000548 equals 84% of Rainford and Timsuk's experimental value of 0.000650.

In section 4.7.5 it was observed that the short-term (4 hours) analytical strain versus time relations for a stress-strength ratio of 0.2 (Fig. 4.4) were very close to the experimental values. However, the long-term analytical predictions (Figs. 4.9-4.10) using stress-strength ratios of 0.15 and 0.20 remain smaller (by 16% to 35%) than experimental values. The deviations in the long-term are likely due to of shrinkage, continued hydration, and maturation creep (85).

As stated earlier, the experimental creep strains were obtained (65, 85) by arithmetically subtracting the shrinkage (of control specimens) and elastic strains form the total strains. This way of finding creep strains does not completely account for the effect of shrinkage on the total strain. Thus, if shrinkage of the specimens had been completely avoided the experimental creep strains, and the
deviations of the analytical creep strains from the experimental values, would have been smaller.

With continuing hydration, the pore structure and the quantity of pore fluid do not remain the same as they were at the initiation of load. The model, however, assumes constant pore structure and quantity of pore fluid, irrespective of the duration of loading. In the short run (e.g. 4 hours used in section 4.7.5), the changes are negligible and a good match between the analytical and the experimental creep strains is obtained (Fig. 4.4).

Maturation creep (85) is a consequence of progress in hydration while the material remains under stress. At any time during the sustained loading, unhydrated cement particles and the load bearing gel share the applied load. As explained by Timsuk and Ghose (85), cement gel formed during sustained loading remains stress-free for some time and only gradually begins to share the applied load with the rest of the material. The newly formed gel is located in spaces that were originally cracks, pores or voids and becomes load bearing only after sufficient growth and/or further deformation (creep) in the load bearing portion of the material. The formation of cement gel occurs at the expense of unhydrated cement. As the load bearing material is removed, load is transferred to other portions of the material with a subsequent increase in strain. The lower the extent of hydration prior to loading, the greater the potential for maturation creep. The model does not consider the process involved in
maturation creep, and, as expected, provides significantly lower creep strains in the long run.

Timsuk and Ghose have shown that maturation creep indeed adds to the long-term creep strain. To stop the hydration, or maturation, of the specimens, they lowered the specimens temperature to $-11^\circ C$, causing negligible strength gain during the tests. The average creep strain at $-11^\circ C$ was only 0.000400 (compared to the strain of 0.000545 at $75^\circ C$). According to the study by Fontenay and Sellevold (29) most of the pore fluid in cement paste with W/C = 0.5 remains unfrozen as a supercooled liquid at $-11^\circ C$. To obtain the analytical creep strain at $-11^\circ C$, all of the pore fluid is assumed to be supercooled and the magnitude of the sustained stress is kept constant at 984 psi (i.e. 15% of the strength of 6560 psi for the specimen tested at $-11^\circ C$ (85)). In this case, the analytical creep strain at the end of 28 days of loading is 0.000303 which is 76% of the experimental value of 0.0004 (85). This value is closer to the experimental value (76%) than obtained at $75^\circ C$ (65%).

The analytical versus experimental comparisons of this section show that for periods up to 28 days, most (65% to 84%) of the creep in cement paste at low stresses (15% to 20% of the strength) can be explained using the current model. Shrinkage, hydration and maturation creep seem to be the major reasons for differences between the analytical and the experimental creep strains at these stress levels.
4.7.7 Variability of the Terminal Time

In this section, the effect of change in the constituent properties of the equivalent porous solid on the terminal time is examined. As defined in section 4.7.6, terminal time is the time after which the analytical strain, $\varepsilon_L^*$, becomes constant. In section 3.8.2.1, the constituent properties of an equivalent porous solid (e.g. PS.5P) are determined based on the magnitudes and the rate sensitivity of the experimental moduli (e.g. for paste with W/C = 0.5). The rate sensitivity of the elastic modulus (or the Poisson's ratio) is the percentage change in its value with an order of magnitude change in the strain rate. In section 3.8.2.4, it was observed that the range of $R_{cv}$ of an equivalent porous solid (e.g. PS.5P) is highly sensitive to small errors in measuring the rate-sensitive moduli. Since the terminal time depends on the minimum value of $R_{cv}$ (Sections 4.7.3 and 4.7.4), a variation in the range of $R_{cv}$ is expected to change the terminal time.

Analytical results are obtained using the constituent properties of two equivalent porous solids, PS.5P and PS.5P'. The properties of PS.5P are the same as given at the beginning of section 4.7.1. The properties of PS.5P', determined in section 3.8.2.4, are: $r = 0.0752$, $E_s = 128 \times 10^6$ psi, $v_s = 0.443$, 16 $R_{cv}$ values in the range of $3.75 \times 10^{-19}$ to $1.24 \times 10^{-3}$, porosity = 40%, and the properties of the pore fluid are the same as PS.5P. The range of $R_{cv}$ for PS.5P' is 100 times wider than that for PS.5P. Accordingly, the minimum value of $R_{cv}$ for PS.5P' of $3.75 \times 10^{-19}$ is 10 times smaller than the minimum
value of $R_{cv}$ for PS.5P of $3.75 \times 10^{-18}$. The other differences in the properties of the two porous solids are: the pore shape for PS.5P' is flatter ($r = 0.0752$) compared to that for PS.5P ($r = 0.0795$) and the elastic moduli of the solid phase of PS.5P' are higher ($E_s = 12.8 \times 10^6$ psi and $\nu_s = 0.443$) than those for PS.5P ($E_s = 11.55 \times 10^6$ psi and $\nu_s = 0.417$). As shown in section 3.8.2.4, while the rate sensitivity of the elastic moduli of these two porous solids is the same, the rate sensitivity of the Poisson's ratio of PS.5P' is 10% is lower than that of PS.5P.

Fig. 4.11 compares the $e_L^*$ versus time relations for the two equivalent porous solids for a stress-strength ratio of 0.2 (1312 psi (83)). The longitudinal strain-time relations are virtually identical until the terminal time of PS.5P. With the lower minimum value of $R_{cv}$, higher moduli of the solid phase, $E_s$ and $\nu_s$, and lower value of the aspect ratio, $r$, (PS.5P'), the terminal time and creep increases from $2.4 \times 10^8$ sec (or 7.6 years for PS.5P) to $3.7 \times 10^9$ sec (or 117.6 years for PS.5P'), and the maximum strain increases from 0.001214 (for PS.5P) to 0.001477 (for PS.5P'). The greater maximum strain for PS.5P' than that for PS.5P is expected because of the flatter pores and stiffer matrix in the former than in the latter.

The comparisons of this section show the sensitivity of the long-term response of the model to its parameters, and the importance of accuracy in measuring and matching (Figs. 3.24-3.26) the rate-sensitive moduli.
5.1 Summary

The purpose of this investigation is to study the strain-rate sensitive behavior of the cement paste, mortar constituents of concrete. The investigation consists of both experimental and analytical work. Strain-rate sensitivity of the materials is measured in terms of the initial elastic moduli and the stress and strain at failure. An analytical model is developed to study the physical processes responsible for the strain-rate sensitivity of the materials at stress levels where cracking does not dominate the response.

Saturated cement paste and mortar specimens with water-cement ratios of 0.3, 0.4 and 0.5 are used. To study the effect of sand-cement ratio on strain-rate sensitivity, two mix designs are used for mortar with water-cement ratio of either 0.4 or 0.5. Specimens are tested at ages ranging from 27 to 29 days.

Specimens are loaded in compression using a closed-loop servo-hydraulic testing machine. The average longitudinal strain is measured over the total height of the specimen using two LVDT's. The average transverse strain is measured at midheight of the specimen using two extensometers. Each specimen is loaded to 15,000 microstrain to obtain the descending as well as the ascending portions of the stress-strain curve. Seven strain rates in the range of
0.3 to 300,000 microstrain/sec are used. The strain-rate sensitive response is measured in terms of the initial elastic modulus, the Poisson's ratio, the maximum stress, and the strain at the maximum stress.

A strain-rate sensitive analytical model is developed to study and duplicate the strain-rate sensitive elastic moduli of the materials. The model considers a nearly saturated porous solid, such as cement paste, mortar or concrete, as a composite consisting of saturated spheroidal pores and solid spherical grains. Each saturated pore is assumed to be in communication with an unsaturated region. Expressions are formulated for the strain-rate sensitive effective bulk modulus of a saturated pore. A self-consistent procedure is developed to estimate the composite moduli of the porous solid. The rate sensitivity of the composite moduli is studied analytically as a function of pore shape, porosity, and the degree of communication of the pore fluid between the pores and unsaturated regions. The analytical rate sensitive response is compared to the response of cement paste specimens.

The equations and the procedures of the strain-rate sensitive model are modified to simulate creep of the materials under sustained loading. The model is calibrated using the strain-rate sensitive response of cement paste. The analytical creep strains are compared with short-term and long-term experimental data for cement paste.
5.2 Conclusions

The following conclusions can be made based on the findings of this study:

1. The stress-strain curves for cement paste and mortar remain nonlinear up to the highest strain rate, 300,000 microstrain/sec, used. The nonlinearity decreases with increase in strain rate.

2. The failure mode of the specimens is sensitive to strain rate. The higher the strain rate, the more violent the failure. At higher strain rates, the failure cracks were straighter, cleaner and larger in number than those at lower strain rates.

3. The initial elastic moduli and strength of cement paste and mortar increase significantly with each order of magnitude increase in strain rate. For both cement paste and mortar, an order of magnitude increase in strain rate results in about 7% and 15% increases in initial elastic moduli and strength, respectively.

4. The strain-rate sensitivity of the Poisson’s ratio of the materials, i.e. the increase in its magnitude with each order of magnitude increase in strain rate, increases with an increase in strain up to at least 2500 microstrain for mortar and up to at least 5000 microstrain for cement paste. The increase in strain-rate sensitivity with an
increase in strain is higher for cement paste than for mortar.

5. The strain at the maximum stress varies nonmonotonically with an increase in strain rate. The strain at the maximum stress is greatest for the lowest strain rate used, 0.3 microstrain/sec. As the strain rate is increased, the strain at the maximum stress first decreases, for several orders of magnitude increase in strain rate, and then increases.

6. The introduction of sand increases the initial stiffness of cement paste. Within the ranges of sand-cement ratio used, the higher the sand-cement ratio, the higher the stiffness of the mortar.

7. The introduction of sand lowers the maximum stress as well as the strain corresponding to the maximum stress. For cement paste and two mortars with $W/C = 0.3$ and 0.4, cement paste has the highest strength, followed in turn by the mortar with the lower sand-cement ratio and the mortar with the higher sand-cement ratio. For $W/C = 0.5$, the strengths of the two mortars, except for mortar A at 30,000 microstrain/sec and mortar B at 3 microstrain/sec, are within 6% (higher or lower) of the strength of cement paste.

8. Within the range of water-cement ratios used in this study, there is a trend towards decreased strain capacity with an
increase in water-cement ratio for both cement paste and mortar.

9. The rate sensitive stress-strain behavior of the materials at failure (stress and corresponding strain) can be qualitatively explained by the growth and propagation of cracks in the materials.

10. A nearly saturated porous solid, such as cement paste, mortar, or concrete, can be modeled as a composite consisting of saturated spheroidal pores, connected via orifices to unsaturated regions, and solid spherical grains.

11. The geometry of the orifice relative to the pore, represented by a characteristic volume ratio, $R_{cv} = \pi d^4 / h V_i$, determines the degree of communication between the pore and an unsaturated region. The smaller the value of $R_{cv}$, the lower the degree of communication.

12. The hydrostatic stress in the pore fluid is a function of $R_{cv}$, the viscosity of the pore fluid, the moduli of the surrounding media, the strain rate, pore orientation, and the shape of the pore.

13. The volume of flow of pore fluid through an orifice depends on the pore shape. For a given porosity and pore size, the flatter the pore shape, the greater the volume of flow. For the strain rates and pore shapes used in this study, the total volume of the flow through the orifices does not exceed 1% of the porosity.
14. For small strains (e.g. $\varepsilon = 0.001$), the effective bulk modulus of a saturated spheroidal pore which is in communication with an unsaturated region is not dependent on the orientation of the pore.

15. The effective bulk modulus of a saturated pore, $K_f^*$, depends on strain rate as well as on $R_{cv}$. The higher the strain rate and the smaller the $R_{cv}$, the greater the $K_f^*$. For all values of strain rate and $R_{cv}$, $K_f^*$ stays between zero and the bulk modulus of the pore fluid.

16. For a given $R_{cv}$, $K_f^*$ remains significantly sensitive to the shape of the pore, $r$, for a certain range of strain rates. Outside of this range, $K_f^*$ becomes virtually insensitive to $r$. The greater the $R_{cv}$, the higher the values of strain rate for which $K_f^*$ is significantly sensitive to $r$. In the range of strain rates for which $K_f^*$ is significantly sensitive to $r$, the pores with $r = 1$ (spherical pores) have the lowest $K_f^*$. The values of $K_f^*$ for $r > 1$ (prolate spheroidal pores) are slightly greater than that for $r = 1$. However, values of $K_f^*$ for $r < 1$ (oblate spheroidal pore) can be considerably greater, i.e. 30%, than that for $r = 1$.

17. For a macroisotropic and macrohomogeneous (or statistically isotropic and homogeneous) porous solid, the analytical strain-rate sensitive response does not depend on the pore size.
18. For a given porosity, the analytical strain-rate sensitivity of the composite moduli of a porous solid greatly depend on the pore shape. The more nonspherical the pores, the greater the rate sensitivity. The strain-rate sensitivity of a porous solid with prolate spheroidal pores is slightly greater than that with spherical pores. However, the strain-rate sensitivity of a porous solid with oblate spheroidal pores can be drastically greater than that with spherical pores.

19. The analytical strain-rate sensitivity of a porous solid greatly depends on its porosity. The higher the porosity, the more rate sensitive are the analytical composite moduli. This happens because the strain rate sensitivity of the composite behavior originates from the rate sensitivity of the pores.

20. To model a linear moduli versus logarithm of strain rate relation, a wide range of $R_{cv}$ values is needed. The wider the range of linearity of the experimental moduli versus logarithm of strain rate relation, the wider the range of $R_{cv}$ values needed.

21. For a finite range of $R_{cv}$ values, the analytical moduli remain sensitive to strain rate over a finite range of strain rate. With an increase (or decrease) in the strain rate outside of this range, the analytical moduli become insensitive to strain rate.
22. The analytical model closely duplicates the strain-rate sensitive moduli of cement paste with W/C = 0.3, 0.4 and 0.5.

23. A wide range of Rcv values and a flat oblate representative pore shape are needed to duplicate the strain-rate sensitive moduli of cement paste.

24. The need for the use of a flat oblate representative pore shape strongly suggests that the typical pore in hydrated cement paste is markedly different from the circular shape commonly assumed in conventional porosimetry and capillary condensation techniques.

25. The response of the analytical model is very sensitive to the values of its parameters, e.g. the pore shape and the range of Rcv values.

26. At low stresses, most of the nonlinearity of the stress-strain curves of the materials (obtained at various strain rates) can be attributed to the flow of pore fluid. With an increase in stress, the relative contribution of the flow of the pore fluid to nonlinear behavior decreases as cracking starts to dominate the response. For example, for cement paste with W/C = 0.5, at 40% and 60% of the strength and a strain rate of either 3 or 300,000 microstrain/sec, about 60% and 30% of the nonlinear strain, respectively, can be attributed to the movement of the pore fluid.
27. The equations and procedures of the strain-rate sensitive model can be modified to simulate creep under sustained loading. For low sustained stress levels (e.g. 20% of the strength), the analytical creep strains match well with the experimental values in the short-term, e.g. up to 4 hr. For higher stress levels, the analytical creep strains are lower than the experimental values. The higher the level of the sustained stress, the greater the deviation from the experimental behavior.

28. In the long-term, no adequate experimental data are available for comparing the analytical results. While the analytical model simulates basic creep behavior, the experimental data are available only on total creep strains (includes shrinkage of the specimens).

29. The long-term analytical creep strains are expected to be lower than the experimental basic creep strains due to continued hydration and maturation creep. While these phenomena occur in real materials, they are not considered in the model.

30. For a finite range of $R_{cv}$ values, the analytical creep strains stop increasing at a finite time, the "terminal time". The terminal time is very sensitive to the minimum value of $R_{cv}$. The high sensitivity of the terminal time to
the minimum value of $R_{cv}$ indicates the importance of accuracy in calibrating the rate sensitive model if it is to be used for predicting the long-term creep.

5.3 **Recommendations for Future Study**

1. To widen the applicability of the strain-rate sensitive model, a more general, e.g. ellipsoidal, pore shape should be used in place of the spheroidal shape used here.

2. The transport of the pore fluid in smaller orifices, of the order of several molecules (of the pore fluid), is not the same as the simple lamellar flow assumed in this study. The incorporation of a mechanism of transport of fluid at the molecular level would provide a more realistic model of pore fluid movement in smaller orifices.

3. The stress-strain response at stress levels where appreciable cracking is present can be modelled more realistically by incorporating cracks in the solid phase.

4. While the response of the strain-rate sensitive model critically depends on the representative pore shape(s), conventional porosimetry and capillary condensation techniques do not address this issue. In order to find the pore shape distribution, a rigorous technique using a high resolution scanning electron microscope (SEM) should be considered.
5. In this study, an isotropic distribution of pores has been assumed, which may not be true for porous solids in general. To use the model for a general distribution of pores, a self-consistent technique incorporating an anisotropic distribution of pores should be used.

6. Prior to this study, there was a general lack of data on the strain-rate sensitive behavior of Poisson's ratio of cement paste, mortar and concrete. More data on Poisson's ratio at various strain rates and strains, particularly high strains, will be useful to support and compliment the findings of this study.

7. The applicability of the strain-rate sensitive model has been demonstrated for cement paste. The same should be demonstrated for other cementitious materials, as well as other porous solids, such as rock.
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<table>
<thead>
<tr>
<th>Specimen Number</th>
<th>Strain Rate (0-100%)</th>
<th>Strain Rate (5-20%)</th>
<th>Strain Rate (50-99%)</th>
<th>Maximum Stress</th>
<th>$\varepsilon_p$</th>
<th>$\varepsilon_{pp}$</th>
<th>$E_1$</th>
<th>$v_1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>14-1/P-0.3/1</td>
<td>0.30</td>
<td>0.30</td>
<td>0.30</td>
<td>10987</td>
<td>6500</td>
<td>8991</td>
<td>3.082</td>
<td>0.142</td>
</tr>
<tr>
<td>15-1/P-0.3/1</td>
<td>0.30</td>
<td>0.30</td>
<td>0.30</td>
<td>12333</td>
<td>12215</td>
<td>13310</td>
<td>2.792</td>
<td>0.162</td>
</tr>
<tr>
<td>7-1/P-0.3/2</td>
<td>3.05</td>
<td>3.04</td>
<td>3.05</td>
<td>11741</td>
<td>6267</td>
<td>6644</td>
<td>3.355</td>
<td>0.234</td>
</tr>
<tr>
<td>7-2/P-0.3/2</td>
<td>3.03</td>
<td>2.95</td>
<td>3.03</td>
<td>12312</td>
<td>7096</td>
<td>7629</td>
<td>3.383</td>
<td>0.263</td>
</tr>
<tr>
<td>7-3/P-0.3/2</td>
<td>2.99</td>
<td>2.99</td>
<td>2.99</td>
<td>13077</td>
<td>6885</td>
<td>7751</td>
<td>3.551</td>
<td>0.217</td>
</tr>
<tr>
<td>8-1/P-0.3/2</td>
<td>3.02</td>
<td>3.02</td>
<td>3.04</td>
<td>13184</td>
<td>7905</td>
<td>8288</td>
<td>3.433</td>
<td>0.240</td>
</tr>
<tr>
<td>8-2/P-0.3/2</td>
<td>3.04</td>
<td>3.04</td>
<td>3.02</td>
<td>12152</td>
<td>6924</td>
<td>7391</td>
<td>3.513</td>
<td>0.252</td>
</tr>
<tr>
<td>8-3/P-0.3/2</td>
<td>3.04</td>
<td>3.04</td>
<td>3.07</td>
<td>12712</td>
<td>8170</td>
<td>8716</td>
<td>3.402</td>
<td>0.160</td>
</tr>
<tr>
<td>10-1/P-0.3/2</td>
<td>3.00</td>
<td>2.98</td>
<td>3.00</td>
<td>12437</td>
<td>7804</td>
<td>8209</td>
<td>3.394</td>
<td>0.181</td>
</tr>
<tr>
<td>10-2/P-0.3/2</td>
<td>3.00</td>
<td>3.00</td>
<td>3.00</td>
<td>12753</td>
<td>8687</td>
<td>9371</td>
<td>3.265</td>
<td>0.175</td>
</tr>
<tr>
<td>10-3/P-0.3/2</td>
<td>3.00</td>
<td>2.98</td>
<td>3.00</td>
<td>12608</td>
<td>8327</td>
<td>8775</td>
<td>3.19</td>
<td>0.223</td>
</tr>
<tr>
<td>14-1/P-0.3/2</td>
<td>3.01</td>
<td>3.00</td>
<td>3.01</td>
<td>11845</td>
<td>6434</td>
<td>6810</td>
<td>3.367</td>
<td>0.172</td>
</tr>
<tr>
<td>15-1/P-0.3/2</td>
<td>3.02</td>
<td>3.01</td>
<td>3.02</td>
<td>13048</td>
<td>7456</td>
<td>7754</td>
<td>3.371</td>
<td>--</td>
</tr>
<tr>
<td>14-1/P-0.3/3</td>
<td>30.3</td>
<td>30.1</td>
<td>30.3</td>
<td>13700</td>
<td>6792</td>
<td>7369</td>
<td>3.354</td>
<td>0.223</td>
</tr>
<tr>
<td>15-1/P-0.3/3</td>
<td>30.4</td>
<td>30.5</td>
<td>30.3</td>
<td>14422</td>
<td>7860</td>
<td>8529</td>
<td>3.457</td>
<td>0.256</td>
</tr>
<tr>
<td>14-1/P-0.3/4</td>
<td>304</td>
<td>300</td>
<td>310</td>
<td>15478</td>
<td>7261</td>
<td>7363</td>
<td>3.576</td>
<td>0.237</td>
</tr>
<tr>
<td>15-1/P-0.3/4</td>
<td>306</td>
<td>305</td>
<td>306</td>
<td>16130</td>
<td>6811</td>
<td>7337</td>
<td>3.772</td>
<td>0.258</td>
</tr>
<tr>
<td>7-1/P-0.3/5</td>
<td>--</td>
<td>3096</td>
<td>--</td>
<td>17640</td>
<td>5552</td>
<td>6910</td>
<td>3.843</td>
<td>0.195</td>
</tr>
<tr>
<td>7-2/P-0.3/5</td>
<td>3015</td>
<td>3194</td>
<td>3022</td>
<td>17482</td>
<td>6494</td>
<td>7176</td>
<td>3.834</td>
<td>0.204</td>
</tr>
<tr>
<td>7-3/P-0.3/5</td>
<td>3112</td>
<td>3254</td>
<td>3109</td>
<td>18731</td>
<td>7608</td>
<td>7917</td>
<td>3.760</td>
<td>0.306</td>
</tr>
<tr>
<td>8-1/P-0.3/5</td>
<td>3084</td>
<td>3187</td>
<td>3068</td>
<td>17745</td>
<td>7163</td>
<td>7685</td>
<td>3.784</td>
<td>0.306</td>
</tr>
<tr>
<td>8-2/P-0.3/5</td>
<td>3055</td>
<td>3217</td>
<td>3034</td>
<td>17908</td>
<td>7779</td>
<td>8325</td>
<td>3.781</td>
<td>0.306</td>
</tr>
<tr>
<td>8-3/P-0.3/5</td>
<td>3038</td>
<td>3181</td>
<td>3076</td>
<td>18185</td>
<td>7899</td>
<td>8283</td>
<td>3.890</td>
<td>0.271</td>
</tr>
<tr>
<td>10-1/P-0.3/5</td>
<td>3024</td>
<td>3181</td>
<td>4552</td>
<td>18359</td>
<td>7073</td>
<td>7329</td>
<td>3.890</td>
<td>0.266</td>
</tr>
<tr>
<td>10-2/P-0.3/5</td>
<td>3038</td>
<td>3094</td>
<td>3021</td>
<td>18487</td>
<td>7330</td>
<td>7660</td>
<td>3.853</td>
<td>0.279</td>
</tr>
<tr>
<td>Specimen Number</td>
<td>Strain Rate (0-100%)</td>
<td>Strain Rate (5-20%)</td>
<td>Strain Rate (50-99%)</td>
<td>Maximum Stress</td>
<td>e_p</td>
<td>e_pp</td>
<td>E_1</td>
<td>v_1</td>
</tr>
<tr>
<td>-----------------</td>
<td>----------------------</td>
<td>---------------------</td>
<td>----------------------</td>
<td>----------------</td>
<td>-----</td>
<td>-------</td>
<td>-----</td>
<td>-----</td>
</tr>
<tr>
<td>10-3/P-0.3/5</td>
<td>3040</td>
<td>3207</td>
<td>3032</td>
<td>3073</td>
<td>6134</td>
<td>6762</td>
<td>3.74</td>
<td>0.309</td>
</tr>
<tr>
<td>14-3/P-0.3/5</td>
<td>3076</td>
<td>3184</td>
<td>3073</td>
<td>17710</td>
<td>7044</td>
<td>7425</td>
<td>3.67</td>
<td>0.266</td>
</tr>
<tr>
<td>15-1/P-0.3/5</td>
<td>3054</td>
<td>3197</td>
<td>3063</td>
<td>18571</td>
<td>7330</td>
<td>7637</td>
<td>3.75</td>
<td>0.266</td>
</tr>
<tr>
<td>14-1/P-0.3/6</td>
<td>31731</td>
<td>40384</td>
<td>31495</td>
<td>21648</td>
<td>8415</td>
<td>8801</td>
<td>3.97</td>
<td>0.271</td>
</tr>
<tr>
<td>15-1/P-0.3/5</td>
<td>31592</td>
<td>40057</td>
<td>30522</td>
<td>22330</td>
<td>8726</td>
<td>8977</td>
<td>3.94</td>
<td>--</td>
</tr>
<tr>
<td>7-1/P-0.3/7</td>
<td>287630</td>
<td>195120</td>
<td>360876</td>
<td>24786</td>
<td>8374</td>
<td>9384</td>
<td>4.33</td>
<td>0.267</td>
</tr>
<tr>
<td>7-2/P-0.3/7</td>
<td>259182</td>
<td>168433</td>
<td>360129</td>
<td>21833</td>
<td>6918</td>
<td>7668</td>
<td>4.21</td>
<td>0.325</td>
</tr>
<tr>
<td>7-3/P-0.3/7</td>
<td>278496</td>
<td>168433</td>
<td>431680</td>
<td>22693</td>
<td>8183</td>
<td>8520</td>
<td>4.25</td>
<td>0.284</td>
</tr>
<tr>
<td>8-1/P-0.3/7</td>
<td>290770</td>
<td>177009</td>
<td>428237</td>
<td>24282</td>
<td>8713</td>
<td>8991</td>
<td>4.30</td>
<td>0.217</td>
</tr>
<tr>
<td>8-2/P-0.3/7</td>
<td>285411</td>
<td>175481</td>
<td>429028</td>
<td>23563</td>
<td>8507</td>
<td>8887</td>
<td>4.19</td>
<td>0.272</td>
</tr>
<tr>
<td>8-3/P-0.3/7</td>
<td>283045</td>
<td>180910</td>
<td>408260</td>
<td>22062</td>
<td>7825</td>
<td>8509</td>
<td>4.14</td>
<td>0.325</td>
</tr>
<tr>
<td>10-1/P-0.3/7</td>
<td>265476</td>
<td>173529</td>
<td>358630</td>
<td>21770</td>
<td>7270</td>
<td>8158</td>
<td>4.09</td>
<td>0.282</td>
</tr>
<tr>
<td>10-2/P-0.3/7</td>
<td>272434</td>
<td>172944</td>
<td>391223</td>
<td>21593</td>
<td>7482</td>
<td>7919</td>
<td>4.14</td>
<td>0.298</td>
</tr>
<tr>
<td>10-3/P-0.3/7</td>
<td>262494</td>
<td>166916</td>
<td>375834</td>
<td>20699</td>
<td>6713</td>
<td>7446</td>
<td>4.25</td>
<td>0.233</td>
</tr>
<tr>
<td>14-2/P-0.3/7</td>
<td>294385</td>
<td>184290</td>
<td>449625</td>
<td>24027</td>
<td>9097</td>
<td>9619</td>
<td>4.13</td>
<td>0.188</td>
</tr>
<tr>
<td>15-3/P-0.3/7</td>
<td>280758</td>
<td>177572</td>
<td>432261</td>
<td>24336</td>
<td>8482</td>
<td>9442</td>
<td>4.19</td>
<td>0.205</td>
</tr>
</tbody>
</table>

-- Data not obtained
TABLE 2.2
STRAIN RATE TEST DATA FOR CEMENT PASTE WITH W/C = 0.4

<table>
<thead>
<tr>
<th>Specimen Number</th>
<th>Strain Rate (0-100%)</th>
<th>Strain Rate (5-20%)</th>
<th>Strain Rate (50-99%)</th>
<th>Maximum Stress</th>
<th>( \varepsilon_p )</th>
<th>( \varepsilon_{pp} )</th>
<th>( F_1 )</th>
<th>( v_i )</th>
</tr>
</thead>
<tbody>
<tr>
<td>12-1/P-0.4/1</td>
<td>0.30</td>
<td>0.30</td>
<td>0.30</td>
<td>7376</td>
<td>11194</td>
<td>11528</td>
<td>2.257</td>
<td>--</td>
</tr>
<tr>
<td>13-1/P-0.4/1</td>
<td>0.30</td>
<td>0.30</td>
<td>0.30</td>
<td>7536</td>
<td>10212</td>
<td>11296</td>
<td>2.255</td>
<td>--</td>
</tr>
<tr>
<td>12-1/P-0.4/2</td>
<td>3.06</td>
<td>3.07</td>
<td>3.06</td>
<td>7774</td>
<td>7779</td>
<td>9090</td>
<td>2.499</td>
<td>0.220</td>
</tr>
<tr>
<td>13-1/P-0.4/2</td>
<td>3.03</td>
<td>3.00</td>
<td>3.03</td>
<td>7736</td>
<td>6234</td>
<td>7704</td>
<td>2.488</td>
<td>0.221</td>
</tr>
<tr>
<td>12-1/P-0.4/3</td>
<td>30.5</td>
<td>31.0</td>
<td>30.05</td>
<td>8430</td>
<td>6440</td>
<td>7060</td>
<td>2.601</td>
<td>0.207</td>
</tr>
<tr>
<td>13-1/P-0.4/3</td>
<td>30.4</td>
<td>30.6</td>
<td>30.4</td>
<td>8573</td>
<td>6314</td>
<td>6706</td>
<td>2.699</td>
<td>0.256</td>
</tr>
<tr>
<td>12-1/P-0.4/4</td>
<td>305</td>
<td>303.6</td>
<td>305</td>
<td>9771</td>
<td>6852</td>
<td>7406</td>
<td>2.722</td>
<td>0.273</td>
</tr>
<tr>
<td>13-1/P-0.4/4</td>
<td>303</td>
<td>293.7</td>
<td>303</td>
<td>9317</td>
<td>6136</td>
<td>6751</td>
<td>2.782</td>
<td>0.235</td>
</tr>
<tr>
<td>12-1/P-0.4/5</td>
<td>307</td>
<td>3270</td>
<td>3048</td>
<td>10791</td>
<td>6892</td>
<td>7427</td>
<td>2.740</td>
<td>0.267</td>
</tr>
<tr>
<td>13-1/P-0.4/5</td>
<td>3069</td>
<td>3270</td>
<td>3034</td>
<td>10322</td>
<td>6110</td>
<td>6770</td>
<td>2.763</td>
<td>0.202</td>
</tr>
<tr>
<td>12-1/P-0.4/6</td>
<td>32365</td>
<td>38604</td>
<td>30965</td>
<td>11974</td>
<td>6169</td>
<td>7231</td>
<td>2.878</td>
<td>0.281</td>
</tr>
<tr>
<td>13-1/P-0.4/6</td>
<td>32131</td>
<td>38831</td>
<td>30829</td>
<td>11937</td>
<td>7024</td>
<td>7387</td>
<td>2.845</td>
<td>0.224</td>
</tr>
<tr>
<td>12-1/P-0.4/7</td>
<td>278903</td>
<td>160519</td>
<td>388509</td>
<td>13239</td>
<td>6327</td>
<td>7231</td>
<td>3.135</td>
<td>0.266</td>
</tr>
<tr>
<td>13-1/P-0.4/7</td>
<td>285916</td>
<td>162248</td>
<td>407777</td>
<td>13572</td>
<td>6738</td>
<td>7070</td>
<td>3.134</td>
<td>0.261</td>
</tr>
</tbody>
</table>

-- Data not obtained
TABLE 2.3
STRAIN RATE TEST DATA FOR CEMENT PASTE WITH W/C = 0.5

<table>
<thead>
<tr>
<th>Specimen Number</th>
<th>Strain Rate (0-100%)</th>
<th>Strain Rate (5-20%)</th>
<th>Strain Rate (50-99%)</th>
<th>Maximum Stress</th>
<th>( \varepsilon_p )</th>
<th>( \varepsilon_{pp} )</th>
<th>( E_1 )</th>
<th>( v_1 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>9-1/P-0.5/1</td>
<td>0.30</td>
<td>0.30</td>
<td>0.30</td>
<td>4969</td>
<td>6392</td>
<td>8620</td>
<td>1.794</td>
<td>--</td>
</tr>
<tr>
<td>11-1/P-0.5/1</td>
<td>0.30</td>
<td>0.30</td>
<td>0.30</td>
<td>5127</td>
<td>7666</td>
<td>7994</td>
<td>1.725</td>
<td>0.218</td>
</tr>
<tr>
<td>2-1/P-0.5/2</td>
<td>2.99</td>
<td>3.00</td>
<td>2.99</td>
<td>5907</td>
<td>6879</td>
<td>8535</td>
<td>1.958</td>
<td>--</td>
</tr>
<tr>
<td>2-2/P-0.5/2</td>
<td>2.99</td>
<td>3.04</td>
<td>2.99</td>
<td>6233</td>
<td>6925</td>
<td>8982</td>
<td>2.041</td>
<td>--</td>
</tr>
<tr>
<td>2-3/P-0.5/2</td>
<td>2.97</td>
<td>2.98</td>
<td>2.97</td>
<td>6325</td>
<td>6841</td>
<td>8120</td>
<td>2.006</td>
<td>--</td>
</tr>
<tr>
<td>3-1/P-0.5/2</td>
<td>3.00</td>
<td>3.00</td>
<td>3.00</td>
<td>5593</td>
<td>6164</td>
<td>8784</td>
<td>2.160</td>
<td>--</td>
</tr>
<tr>
<td>3-2/P-0.5/2</td>
<td>3.00</td>
<td>2.99</td>
<td>3.00</td>
<td>5569</td>
<td>6042</td>
<td>6999</td>
<td>2.122</td>
<td>--</td>
</tr>
<tr>
<td>3-3/P-0.5/2</td>
<td>3.01</td>
<td>3.06</td>
<td>3.01</td>
<td>5456</td>
<td>5679</td>
<td>7091</td>
<td>2.049</td>
<td>--</td>
</tr>
<tr>
<td>6-1/P-0.5/2</td>
<td>3.00</td>
<td>2.97</td>
<td>3.00</td>
<td>6258</td>
<td>6352</td>
<td>8441</td>
<td>2.091</td>
<td>--</td>
</tr>
<tr>
<td>6-2/P-0.5/2</td>
<td>2.99</td>
<td>3.00</td>
<td>2.99</td>
<td>5964</td>
<td>6323</td>
<td>7968</td>
<td>2.102</td>
<td>--</td>
</tr>
<tr>
<td>6-3/P-0.5/2</td>
<td>3.00</td>
<td>3.00</td>
<td>3.00</td>
<td>6229</td>
<td>6960</td>
<td>8716</td>
<td>2.124</td>
<td>0.241</td>
</tr>
<tr>
<td>9-1/P-0.5/2</td>
<td>3.03</td>
<td>3.00</td>
<td>3.03</td>
<td>5435</td>
<td>5016</td>
<td>6399</td>
<td>1.846</td>
<td>0.228</td>
</tr>
<tr>
<td>11-1/P-0.5/2</td>
<td>3.03</td>
<td>3.05</td>
<td>3.03</td>
<td>5784</td>
<td>7248</td>
<td>8639</td>
<td>1.883</td>
<td>0.196</td>
</tr>
<tr>
<td>9-1/P-0.5/3</td>
<td>30.3</td>
<td>30.68</td>
<td>30.3</td>
<td>6613</td>
<td>5884</td>
<td>6491</td>
<td>1.902</td>
<td>0.231</td>
</tr>
<tr>
<td>11-1/P-0.5/3</td>
<td>30.4</td>
<td>30.28</td>
<td>30.4</td>
<td>6589</td>
<td>5830</td>
<td>7003</td>
<td>1.969</td>
<td>0.217</td>
</tr>
<tr>
<td>9-1/P-0.5/4</td>
<td>303</td>
<td>299.8</td>
<td>303</td>
<td>6866</td>
<td>5619</td>
<td>6142</td>
<td>2.124</td>
<td>0.277</td>
</tr>
<tr>
<td>11-1/P-0.5/4</td>
<td>307</td>
<td>297.7</td>
<td>307</td>
<td>6928</td>
<td>5096</td>
<td>6236</td>
<td>2.104</td>
<td>--</td>
</tr>
<tr>
<td>2-1/P-0.5/5</td>
<td>3027</td>
<td>3333</td>
<td>2997</td>
<td>8011</td>
<td>6039</td>
<td>6775</td>
<td>2.297</td>
<td>--</td>
</tr>
<tr>
<td>2-2/P-0.5/5</td>
<td>3026</td>
<td>3204</td>
<td>2976</td>
<td>7912</td>
<td>5982</td>
<td>6812</td>
<td>2.327</td>
<td>--</td>
</tr>
<tr>
<td>2-3/P-0.5/5</td>
<td>3040</td>
<td>3319</td>
<td>2998</td>
<td>8673</td>
<td>6859</td>
<td>7416</td>
<td>2.428</td>
<td>--</td>
</tr>
<tr>
<td>3-1/P-0.5/5</td>
<td>3052</td>
<td>3428</td>
<td>3006</td>
<td>7112</td>
<td>4743</td>
<td>6500</td>
<td>2.292</td>
<td>--</td>
</tr>
<tr>
<td>3-2/P-0.5/5</td>
<td>3050</td>
<td>3430</td>
<td>2992</td>
<td>7526</td>
<td>4966</td>
<td>5943</td>
<td>2.410</td>
<td>--</td>
</tr>
<tr>
<td>3-3/P-0.5/5</td>
<td>3048</td>
<td>3280</td>
<td>2996</td>
<td>7550</td>
<td>5067</td>
<td>5767</td>
<td>2.316</td>
<td>--</td>
</tr>
<tr>
<td>6-1/P-0.5/5</td>
<td>3044</td>
<td>3339</td>
<td>3012</td>
<td>7943</td>
<td>5462</td>
<td>5764</td>
<td>2.412</td>
<td>--</td>
</tr>
<tr>
<td>6-2/P-0.5/5</td>
<td>3039</td>
<td>3321</td>
<td>2995</td>
<td>8259</td>
<td>6133</td>
<td>7065</td>
<td>2.399</td>
<td>--</td>
</tr>
<tr>
<td>6-3/P-0.5/5</td>
<td>3033</td>
<td>3299</td>
<td>3011</td>
<td>8321</td>
<td>5765</td>
<td>6613</td>
<td>2.438</td>
<td>--</td>
</tr>
<tr>
<td>9-1/P-0.5/5</td>
<td>3070</td>
<td>3270</td>
<td>2990</td>
<td>7681</td>
<td>4704</td>
<td>5808</td>
<td>2.266</td>
<td>0.246</td>
</tr>
</tbody>
</table>
TABLE 2.3, Cont'd.

<table>
<thead>
<tr>
<th>Specimen Number</th>
<th>Strain Rate (0-100%)</th>
<th>Strain Rate (5-20%)</th>
<th>Strain Rate (50-99%)</th>
<th>Maximum Stress</th>
<th>$\varepsilon_p$</th>
<th>$\varepsilon_{pp}$</th>
<th>$E_1$</th>
<th>$\nu_1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>11-1/P-0.5/6</td>
<td>3097</td>
<td>3406</td>
<td>3006</td>
<td>7375</td>
<td>5526</td>
<td>6230</td>
<td>2.141</td>
<td>0.288</td>
</tr>
<tr>
<td>9-1/P-0.5/7</td>
<td>32849</td>
<td>37990</td>
<td>31392</td>
<td>8304</td>
<td>5459</td>
<td>6535</td>
<td>2.326</td>
<td>0.238</td>
</tr>
<tr>
<td>11-1/P-0.5/7</td>
<td>32516</td>
<td>38014</td>
<td>31351</td>
<td>7882</td>
<td>4936</td>
<td>5410</td>
<td>2.252</td>
<td>0.285</td>
</tr>
<tr>
<td>2-1/P-0.5/7</td>
<td>287762</td>
<td>166730</td>
<td>388873</td>
<td>10005</td>
<td>6419</td>
<td>8048</td>
<td>2.625</td>
<td>--</td>
</tr>
<tr>
<td>2-2/P-0.5/7</td>
<td>284285</td>
<td>169109</td>
<td>382513</td>
<td>10809</td>
<td>6426</td>
<td>7138</td>
<td>2.779</td>
<td>--</td>
</tr>
<tr>
<td>2-3/P-0.5/7</td>
<td>282516</td>
<td>162918</td>
<td>378903</td>
<td>10502</td>
<td>6093</td>
<td>6719</td>
<td>2.754</td>
<td>--</td>
</tr>
<tr>
<td>3-1/P-0.5/7</td>
<td>284994</td>
<td>163590</td>
<td>386514</td>
<td>9269</td>
<td>5393</td>
<td>6301</td>
<td>2.661</td>
<td>--</td>
</tr>
<tr>
<td>3-2/P-0.5/7</td>
<td>282633</td>
<td>155739</td>
<td>411411</td>
<td>8904</td>
<td>5145</td>
<td>5586</td>
<td>2.726</td>
<td>--</td>
</tr>
<tr>
<td>3-3/P-0.5/7</td>
<td>291745</td>
<td>161264</td>
<td>398272</td>
<td>9558</td>
<td>5684</td>
<td>6105</td>
<td>2.739</td>
<td>--</td>
</tr>
<tr>
<td>6-1/P-0.5/7</td>
<td>288418</td>
<td>168563</td>
<td>405208</td>
<td>10180</td>
<td>6259</td>
<td>7210</td>
<td>2.700</td>
<td>--</td>
</tr>
<tr>
<td>6-2/P-0.5/7</td>
<td>290794</td>
<td>166803</td>
<td>396061</td>
<td>10330</td>
<td>6021</td>
<td>7661</td>
<td>2.778</td>
<td>--</td>
</tr>
<tr>
<td>6-3/P-0.5/7</td>
<td>291186</td>
<td>160059</td>
<td>392553</td>
<td>10316</td>
<td>6286</td>
<td>7277</td>
<td>2.717</td>
<td>--</td>
</tr>
<tr>
<td>9-1/P-0.5/7</td>
<td>259086</td>
<td>148290</td>
<td>371060</td>
<td>8896</td>
<td>4704</td>
<td>6038</td>
<td>2.547</td>
<td>--</td>
</tr>
<tr>
<td>11-1/P-0.5/7</td>
<td>288521</td>
<td>158504</td>
<td>397014</td>
<td>9307</td>
<td>6321</td>
<td>6961</td>
<td>2.428</td>
<td>--</td>
</tr>
</tbody>
</table>

-- Data not obtained
<table>
<thead>
<tr>
<th>Specimen Number</th>
<th>Strain Rate (0-100%)</th>
<th>Strain Rate (5-20%)</th>
<th>Strain Rate (50-99%)</th>
<th>Maximum Stress</th>
<th>$\varepsilon_p$</th>
<th>$\varepsilon_{pp}$</th>
<th>$E_1$</th>
<th>$v_1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>18-1/M-0.3/1</td>
<td>0.30</td>
<td>0.30</td>
<td>0.30</td>
<td>9986</td>
<td>4801</td>
<td>5572</td>
<td>4.228</td>
<td>--</td>
</tr>
<tr>
<td>20-1/M-0.3/1</td>
<td>0.30</td>
<td>0.29</td>
<td>0.30</td>
<td>9676</td>
<td>5001</td>
<td>5572</td>
<td>3.457</td>
<td>--</td>
</tr>
<tr>
<td>18-1/M-0.3/2</td>
<td>3.04</td>
<td>2.96</td>
<td>3.04</td>
<td>10819</td>
<td>4212</td>
<td>4741</td>
<td>4.597</td>
<td>--</td>
</tr>
<tr>
<td>20-1/M-0.3/2</td>
<td>3.04</td>
<td>3.01</td>
<td>3.06</td>
<td>10864</td>
<td>4102</td>
<td>4609</td>
<td>4.508</td>
<td>0.207</td>
</tr>
<tr>
<td>18-1/M-0.3/3</td>
<td>30.3</td>
<td>30.7</td>
<td>30.2</td>
<td>12108</td>
<td>4108</td>
<td>4439</td>
<td>4.965</td>
<td>--</td>
</tr>
<tr>
<td>20-1/M-0.3/3</td>
<td>30.3</td>
<td>30.2</td>
<td>30.3</td>
<td>12538</td>
<td>4220</td>
<td>4512</td>
<td>4.846</td>
<td>0.235</td>
</tr>
<tr>
<td>18-1/M-0.3/4</td>
<td>277</td>
<td>303</td>
<td>302</td>
<td>13182</td>
<td>4147</td>
<td>4396</td>
<td>5.137</td>
<td>0.215</td>
</tr>
<tr>
<td>20-1/M-0.3/4</td>
<td>304</td>
<td>309</td>
<td>302</td>
<td>13606</td>
<td>4220</td>
<td>4489</td>
<td>5.003</td>
<td>0.257</td>
</tr>
<tr>
<td>18-1/M-0.3/5</td>
<td>3080</td>
<td>3544</td>
<td>3056</td>
<td>14381</td>
<td>4411</td>
<td>4832</td>
<td>4.911</td>
<td>0.207</td>
</tr>
<tr>
<td>20-1/M-0.3/5</td>
<td>3099</td>
<td>3817</td>
<td>3080</td>
<td>14715</td>
<td>4041</td>
<td>4335</td>
<td>5.105</td>
<td>0.269</td>
</tr>
<tr>
<td>18-1/M-0.3/6</td>
<td>33069</td>
<td>31862</td>
<td>32042</td>
<td>15891</td>
<td>4471</td>
<td>4762</td>
<td>5.671</td>
<td>0.246</td>
</tr>
<tr>
<td>20-1/M-0.3/6</td>
<td>31241</td>
<td>27599</td>
<td>30852</td>
<td>15499</td>
<td>4282</td>
<td>4701</td>
<td>5.239</td>
<td>0.273</td>
</tr>
<tr>
<td>18-1/M-0.3/7</td>
<td>256772</td>
<td>131968</td>
<td>458920</td>
<td>17565</td>
<td>4669</td>
<td>5380</td>
<td>5.464</td>
<td>0.254</td>
</tr>
<tr>
<td>20-1/M-0.3/7</td>
<td>272291</td>
<td>151996</td>
<td>453588</td>
<td>18044</td>
<td>4603</td>
<td>5372</td>
<td>5.886</td>
<td>0.274</td>
</tr>
</tbody>
</table>

-- Data not obtained
<table>
<thead>
<tr>
<th>Specimen Number</th>
<th>Strain Rate (0-100%)</th>
<th>Strain Rate (5-20%)</th>
<th>Strain Rate (50-99%)</th>
<th>Maximum Stress</th>
<th>$\varepsilon_p$</th>
<th>$\varepsilon_{pp}$</th>
<th>$E_1$</th>
<th>$v_1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>21-1/MA-0.4/1</td>
<td>0.31</td>
<td>0.30</td>
<td>0.30</td>
<td>7318</td>
<td>4193</td>
<td>5346</td>
<td>3.798</td>
<td>--</td>
</tr>
<tr>
<td>22-1/MA-0.4/1</td>
<td>0.31</td>
<td>0.30</td>
<td>0.30</td>
<td>7395</td>
<td>4072</td>
<td>5274</td>
<td>3.998</td>
<td>--</td>
</tr>
<tr>
<td>21-1/MA-0.4/2</td>
<td>3.00</td>
<td>2.97</td>
<td>2.99</td>
<td>7874</td>
<td>3640</td>
<td>4411</td>
<td>4.301</td>
<td>--</td>
</tr>
<tr>
<td>22-1/MA-0.4/2</td>
<td>3.06</td>
<td>3.04</td>
<td>3.06</td>
<td>7755</td>
<td>3784</td>
<td>4666</td>
<td>4.21</td>
<td>--</td>
</tr>
<tr>
<td>21-1/MA-0.4/3</td>
<td>30.7</td>
<td>30.7</td>
<td>30.7</td>
<td>8875</td>
<td>3495</td>
<td>4086</td>
<td>4.518</td>
<td>0.230</td>
</tr>
<tr>
<td>22-1/MA-0.4/3</td>
<td>30.5</td>
<td>30.5</td>
<td>30.5</td>
<td>8681</td>
<td>3060</td>
<td>3557</td>
<td>4.95</td>
<td>--</td>
</tr>
<tr>
<td>21-1/MA-0.4/3</td>
<td>30.6</td>
<td>30.0</td>
<td>30.6</td>
<td>8879</td>
<td>3454</td>
<td>3891</td>
<td>4.746</td>
<td>--</td>
</tr>
<tr>
<td>22-1/MA-0.4/4</td>
<td>305</td>
<td>300</td>
<td>305</td>
<td>9772</td>
<td>3469</td>
<td>3864</td>
<td>5.057</td>
<td>0.239</td>
</tr>
<tr>
<td>21-1/MA-0.4/4</td>
<td>306</td>
<td>286</td>
<td>306</td>
<td>9404</td>
<td>3534</td>
<td>4017</td>
<td>4.899</td>
<td>0.273</td>
</tr>
<tr>
<td>22-1/MA-0.4/5</td>
<td>3122</td>
<td>3915</td>
<td>3051</td>
<td>10578</td>
<td>3296</td>
<td>3885</td>
<td>5.253</td>
<td>0.269</td>
</tr>
<tr>
<td>21-1/MA-0.4/5</td>
<td>2954</td>
<td>4026</td>
<td>3110</td>
<td>10218</td>
<td>3745</td>
<td>4204</td>
<td>4.623</td>
<td>--</td>
</tr>
<tr>
<td>22-1/MA-0.4/6</td>
<td>32813</td>
<td>26650</td>
<td>32326</td>
<td>11426</td>
<td>3588</td>
<td>4034</td>
<td>5.241</td>
<td>0.274</td>
</tr>
<tr>
<td>21-1/MA-0.4/6</td>
<td>31712</td>
<td>25620</td>
<td>31225</td>
<td>11130</td>
<td>3854</td>
<td>4426</td>
<td>4.959</td>
<td>0.272</td>
</tr>
<tr>
<td>22-1/MA-0.4/7</td>
<td>260791</td>
<td>123381</td>
<td>498269</td>
<td>12703</td>
<td>3422</td>
<td>3905</td>
<td>6.084</td>
<td>--</td>
</tr>
<tr>
<td>21-1/MA-0.4/7</td>
<td>270363</td>
<td>132542</td>
<td>562143</td>
<td>12513</td>
<td>3579</td>
<td>4508</td>
<td>5.673</td>
<td>0.270</td>
</tr>
<tr>
<td>22-1/MA-0.4/7</td>
<td>271971</td>
<td>123819</td>
<td>502855</td>
<td>12426</td>
<td>3858</td>
<td>4480</td>
<td>5.694</td>
<td>0.291</td>
</tr>
</tbody>
</table>

- Data not obtained
TABLE 2.6
STRAIN RATE TEST DATA FOR MORTAR B WITH W/C = 0.4

<table>
<thead>
<tr>
<th>Specimen Number</th>
<th>Strain Rate (0-100%)</th>
<th>Strain Rate (5-20%)</th>
<th>Strain Rate (50-99%)</th>
<th>Maximum Stress</th>
<th>εp</th>
<th>εpp</th>
<th>E₁</th>
<th>v₁</th>
</tr>
</thead>
<tbody>
<tr>
<td>23-1/MB-0.4/1</td>
<td>0.31</td>
<td>0.30</td>
<td>0.30</td>
<td>7566</td>
<td>4045</td>
<td>4958</td>
<td>3.888</td>
<td>--</td>
</tr>
<tr>
<td>23-1/MB-0.4/2</td>
<td>3.03</td>
<td>3.02</td>
<td>3.01</td>
<td>7974</td>
<td>3000</td>
<td>3721</td>
<td>5.018</td>
<td>0.201</td>
</tr>
<tr>
<td>23-2/MB-0.4/2</td>
<td>3.02</td>
<td>3.08</td>
<td>3.04</td>
<td>8106</td>
<td>3244</td>
<td>4017</td>
<td>4.511</td>
<td>0.255</td>
</tr>
<tr>
<td>23-3/MB-0.4/2</td>
<td>3.06</td>
<td>3.04</td>
<td>3.06</td>
<td>8287</td>
<td>3963</td>
<td>3957</td>
<td>4.626</td>
<td>--</td>
</tr>
<tr>
<td>24-1/MB-0.4/2</td>
<td>3.06</td>
<td>2.97</td>
<td>3.06</td>
<td>7806</td>
<td>3296</td>
<td>4093</td>
<td>4.405</td>
<td>--</td>
</tr>
<tr>
<td>24-2/MB-0.4/2</td>
<td>3.01</td>
<td>2.92</td>
<td>3.00</td>
<td>7939</td>
<td>3430</td>
<td>4174</td>
<td>4.529</td>
<td>--</td>
</tr>
<tr>
<td>23-1/MB-0.4/3</td>
<td>30.5</td>
<td>29.8</td>
<td>30.5</td>
<td>8703</td>
<td>3210</td>
<td>3736</td>
<td>4.923</td>
<td>0.228</td>
</tr>
<tr>
<td>24-1/MB-0.4/3</td>
<td>30.6</td>
<td>30.6</td>
<td>30.3</td>
<td>8818</td>
<td>3191</td>
<td>3606</td>
<td>4.778</td>
<td>0.271</td>
</tr>
<tr>
<td>23-1/MB-0.4/4</td>
<td>305</td>
<td>300</td>
<td>304</td>
<td>9812</td>
<td>3389</td>
<td>3854</td>
<td>5.063</td>
<td>0.270</td>
</tr>
<tr>
<td>24-1/MB-0.4/4</td>
<td>303</td>
<td>293</td>
<td>302</td>
<td>9637</td>
<td>3145</td>
<td>3595</td>
<td>5.326</td>
<td>--</td>
</tr>
<tr>
<td>23-1/MB-0.4/5</td>
<td>3133</td>
<td>3915</td>
<td>3063</td>
<td>10456</td>
<td>3033</td>
<td>3519</td>
<td>5.459</td>
<td>0.283</td>
</tr>
<tr>
<td>24-1/MB-0.4/5</td>
<td>3089</td>
<td>3915</td>
<td>3031</td>
<td>10560</td>
<td>3251</td>
<td>3666</td>
<td>5.441</td>
<td>0.272</td>
</tr>
<tr>
<td>23-1/MB-0.4/6</td>
<td>31371</td>
<td>29238</td>
<td>30142</td>
<td>11440</td>
<td>3298</td>
<td>3737</td>
<td>5.883</td>
<td>--</td>
</tr>
<tr>
<td>24-1/MB-0.4/6</td>
<td>31848</td>
<td>24563</td>
<td>32788</td>
<td>11581</td>
<td>3482</td>
<td>4007</td>
<td>5.395</td>
<td>0.273</td>
</tr>
<tr>
<td>24-2/MB-0.4/6</td>
<td>33815</td>
<td>33095</td>
<td>32146</td>
<td>11524</td>
<td>3415</td>
<td>3973</td>
<td>5.788</td>
<td>--</td>
</tr>
<tr>
<td>23-1/MB-0.4/7</td>
<td>267985</td>
<td>123256</td>
<td>527860</td>
<td>12934</td>
<td>3713</td>
<td>4487</td>
<td>5.930</td>
<td>--</td>
</tr>
<tr>
<td>24-1/MB-0.4/7</td>
<td>260414</td>
<td>124233</td>
<td>496908</td>
<td>12507</td>
<td>3422</td>
<td>3980</td>
<td>5.978</td>
<td>--</td>
</tr>
</tbody>
</table>

-- Data not obtained
<table>
<thead>
<tr>
<th>Specimen Number</th>
<th>Strain Rate (0-100%)</th>
<th>Strain Rate (5-20%)</th>
<th>Strain Rate (50-99%)</th>
<th>Maximum Stress</th>
<th>$\varepsilon_p$</th>
<th>$\varepsilon_{pp}$</th>
<th>$E_i$</th>
<th>$\nu_1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>16-1/MA-0.5/1</td>
<td>0.31</td>
<td>0.31</td>
<td>0.31</td>
<td>5472</td>
<td>3024</td>
<td>4693</td>
<td>3.725</td>
<td>--</td>
</tr>
<tr>
<td>17-1/MA-0.5/1</td>
<td>0.31</td>
<td>0.29</td>
<td>0.31</td>
<td>5329</td>
<td>3410</td>
<td>4940</td>
<td>3.467</td>
<td>--</td>
</tr>
<tr>
<td>19-1/MA-0.5/1</td>
<td>0.31</td>
<td>0.31</td>
<td>0.31</td>
<td>5337</td>
<td>4075</td>
<td>5693</td>
<td>3.277</td>
<td>--</td>
</tr>
<tr>
<td>16-1/MA-0.5/2</td>
<td>3.03</td>
<td>2.90</td>
<td>3.02</td>
<td>5657</td>
<td>2743</td>
<td>3713</td>
<td>4.001</td>
<td>0.194</td>
</tr>
<tr>
<td>17-1/MA-0.5/2</td>
<td>3.06</td>
<td>2.99</td>
<td>3.07</td>
<td>5719</td>
<td>2973</td>
<td>3966</td>
<td>3.768</td>
<td>0.186</td>
</tr>
<tr>
<td>19-1/MA-0.5/2</td>
<td>3.05</td>
<td>2.97</td>
<td>3.05</td>
<td>5852</td>
<td>3151</td>
<td>4111</td>
<td>3.847</td>
<td>--</td>
</tr>
<tr>
<td>1-1/MA-0.5/2</td>
<td>3.01</td>
<td>2.99</td>
<td>3.01</td>
<td>5006</td>
<td>2725</td>
<td>3623</td>
<td>4.155</td>
<td>--</td>
</tr>
<tr>
<td>1-2/MA-0.5/2</td>
<td>2.98</td>
<td>2.85</td>
<td>2.98</td>
<td>5019</td>
<td>2399</td>
<td>3277</td>
<td>4.029</td>
<td>--</td>
</tr>
<tr>
<td>1-3/MA-0.5/2</td>
<td>3.00</td>
<td>2.95</td>
<td>3.00</td>
<td>5394</td>
<td>2654</td>
<td>3502</td>
<td>4.124</td>
<td>--</td>
</tr>
<tr>
<td>5-1/MA-0.5/2</td>
<td>3.00</td>
<td>3.14</td>
<td>3.00</td>
<td>5810</td>
<td>2925</td>
<td>4025</td>
<td>4.063</td>
<td>--</td>
</tr>
<tr>
<td>5-2/MA-0.5/2</td>
<td>3.00</td>
<td>3.08</td>
<td>3.00</td>
<td>5778</td>
<td>2919</td>
<td>4025</td>
<td>3.825</td>
<td>--</td>
</tr>
<tr>
<td>5-3/MA-0.5/2</td>
<td>3.00</td>
<td>3.04</td>
<td>3.00</td>
<td>5725</td>
<td>2916</td>
<td>3964</td>
<td>3.903</td>
<td>--</td>
</tr>
<tr>
<td>4-1/MA-0.5/2</td>
<td>3.00</td>
<td>3.01</td>
<td>3.00</td>
<td>5729</td>
<td>2715</td>
<td>3690</td>
<td>4.028</td>
<td>--</td>
</tr>
<tr>
<td>4-2/MA-0.5/2</td>
<td>3.00</td>
<td>2.84</td>
<td>3.00</td>
<td>5579</td>
<td>2934</td>
<td>3838</td>
<td>4.356</td>
<td>--</td>
</tr>
<tr>
<td>4-3/MA-0.5/2</td>
<td>3.00</td>
<td>2.96</td>
<td>3.00</td>
<td>5714</td>
<td>2875</td>
<td>3763</td>
<td>4.188</td>
<td>--</td>
</tr>
<tr>
<td>19-1/MA-0.5/3</td>
<td>30.3</td>
<td>29.8</td>
<td>30.4</td>
<td>6278</td>
<td>2823</td>
<td>3305</td>
<td>4.022</td>
<td>--</td>
</tr>
<tr>
<td>17-1/MA-0.5/3</td>
<td>30.5</td>
<td>30.3</td>
<td>303.6</td>
<td>6373</td>
<td>2841</td>
<td>3367</td>
<td>4.274</td>
<td>0.179</td>
</tr>
<tr>
<td>16-1/MA-0.5/3</td>
<td>30.5</td>
<td>30.1</td>
<td>30.5</td>
<td>6570</td>
<td>3060</td>
<td>3943</td>
<td>4.146</td>
<td>0.241</td>
</tr>
<tr>
<td>16-1/MA-0.5/4</td>
<td>307</td>
<td>292</td>
<td>303</td>
<td>6991</td>
<td>2955</td>
<td>3517</td>
<td>4.499</td>
<td>0.249</td>
</tr>
<tr>
<td>17-1/MA-0.5/4</td>
<td>307</td>
<td>294</td>
<td>305</td>
<td>7143</td>
<td>2888</td>
<td>3425</td>
<td>4.552</td>
<td>0.186</td>
</tr>
<tr>
<td>19-1/MA-0.5/4</td>
<td>308</td>
<td>294</td>
<td>306</td>
<td>7135</td>
<td>3000</td>
<td>3709</td>
<td>4.633</td>
<td>--</td>
</tr>
<tr>
<td>16-1/MA-0.5/5</td>
<td>3105</td>
<td>4242</td>
<td>3017</td>
<td>7437</td>
<td>2994</td>
<td>3655</td>
<td>4.293</td>
<td>0.223</td>
</tr>
<tr>
<td>16-2/MA-0.5/5</td>
<td>3125</td>
<td>4242</td>
<td>3064</td>
<td>7624</td>
<td>3013</td>
<td>3538</td>
<td>4.622</td>
<td>--</td>
</tr>
<tr>
<td>17-1/MA-0.5/5</td>
<td>3140</td>
<td>4373</td>
<td>3054</td>
<td>7647</td>
<td>2795</td>
<td>3430</td>
<td>4.471</td>
<td>0.231</td>
</tr>
<tr>
<td>19-1/MA-0.5/5</td>
<td>3126</td>
<td>4242</td>
<td>3045</td>
<td>7886</td>
<td>3166</td>
<td>3669</td>
<td>4.662</td>
<td>--</td>
</tr>
<tr>
<td>5-1/MA-0.5/5</td>
<td>3087</td>
<td>3642</td>
<td>3028</td>
<td>7472</td>
<td>2840</td>
<td>3374</td>
<td>4.880</td>
<td>--</td>
</tr>
<tr>
<td>5-2/MA-0.5/5</td>
<td>3059</td>
<td>3678</td>
<td>3001</td>
<td>7537</td>
<td>2973</td>
<td>3484</td>
<td>4.533</td>
<td>--</td>
</tr>
<tr>
<td>Specimen Number</td>
<td>Strain Rate (0-100%)</td>
<td>Strain Rate (5-20%)</td>
<td>Strain Rate (50-99%)</td>
<td>Maximum Stress</td>
<td>$\varepsilon_p$</td>
<td>$\varepsilon_{pp}$</td>
<td>$E_i$</td>
<td>$v_1$</td>
</tr>
<tr>
<td>-----------------</td>
<td>----------------------</td>
<td>----------------------</td>
<td>----------------------</td>
<td>----------------</td>
<td>----------------</td>
<td>----------------</td>
<td>--------</td>
<td>------</td>
</tr>
<tr>
<td>5-3/MA-0.5/5</td>
<td>3079</td>
<td>4427</td>
<td>3006</td>
<td>7529</td>
<td>3054</td>
<td>3652</td>
<td>4.565</td>
<td>--</td>
</tr>
<tr>
<td>4-1/MA-0.5/5</td>
<td>3086</td>
<td>4178</td>
<td>3005</td>
<td>7309</td>
<td>2878</td>
<td>3322</td>
<td>4.611</td>
<td>--</td>
</tr>
<tr>
<td>4-2/MA-0.5/5</td>
<td>3070</td>
<td>4414</td>
<td>3026</td>
<td>7361</td>
<td>3045</td>
<td>3506</td>
<td>4.482</td>
<td>--</td>
</tr>
<tr>
<td>4-3/MA-0.5/5</td>
<td>3079</td>
<td>4404</td>
<td>3004</td>
<td>7560</td>
<td>2931</td>
<td>3510</td>
<td>4.804</td>
<td>--</td>
</tr>
<tr>
<td>1-1/MA-0.5/5</td>
<td>3056</td>
<td>4406</td>
<td>3001</td>
<td>7007</td>
<td>2442</td>
<td>3015</td>
<td>4.476</td>
<td>--</td>
</tr>
<tr>
<td>1-2/MA-0.5/5</td>
<td>3054</td>
<td>4288</td>
<td>2976</td>
<td>6842</td>
<td>2755</td>
<td>3469</td>
<td>4.613</td>
<td>--</td>
</tr>
<tr>
<td>16-2/MA-0.5/6</td>
<td>34611</td>
<td>28288</td>
<td>34352</td>
<td>9027</td>
<td>3059</td>
<td>3599</td>
<td>5.171</td>
<td>0.294</td>
</tr>
<tr>
<td>17-1/MA-0.5/6</td>
<td>34407</td>
<td>27733</td>
<td>33659</td>
<td>8997</td>
<td>3034</td>
<td>3616</td>
<td>5.156</td>
<td>0.241</td>
</tr>
<tr>
<td>19-1/MA-0.5/6</td>
<td>34918</td>
<td>26439</td>
<td>34201</td>
<td>8448</td>
<td>3311</td>
<td>3851</td>
<td>4.823</td>
<td>--</td>
</tr>
<tr>
<td>16-2/MA-0.5/7</td>
<td>210039</td>
<td>96038</td>
<td>402184</td>
<td>10956</td>
<td>2981</td>
<td>3539</td>
<td>5.921</td>
<td>--</td>
</tr>
<tr>
<td>17-1/MA-0.5/7</td>
<td>221155</td>
<td>94908</td>
<td>439024</td>
<td>9298</td>
<td>2961</td>
<td>3710</td>
<td>5.381</td>
<td>--</td>
</tr>
<tr>
<td>19-1/MA-0.5/7</td>
<td>265349</td>
<td>113595</td>
<td>520369</td>
<td>10046</td>
<td>3093</td>
<td>3969</td>
<td>5.642</td>
<td>--</td>
</tr>
<tr>
<td>5-1/MA-0.5/7</td>
<td>222538</td>
<td>107761</td>
<td>447276</td>
<td>9451</td>
<td>3027</td>
<td>3671</td>
<td>5.229</td>
<td>--</td>
</tr>
<tr>
<td>5-2/MA-0.5/7</td>
<td>217052</td>
<td>93276</td>
<td>442502</td>
<td>9218</td>
<td>2889</td>
<td>3599</td>
<td>5.536</td>
<td>--</td>
</tr>
<tr>
<td>5-3/MA-0.5/7</td>
<td>216740</td>
<td>93156</td>
<td>451043</td>
<td>9499</td>
<td>2875</td>
<td>3633</td>
<td>5.415</td>
<td>--</td>
</tr>
<tr>
<td>4-1/MA-0.5/7</td>
<td>213997</td>
<td>93568</td>
<td>435711</td>
<td>9307</td>
<td>2769</td>
<td>3442</td>
<td>5.455</td>
<td>--</td>
</tr>
<tr>
<td>4-2/MA-0.5/7</td>
<td>211198</td>
<td>95341</td>
<td>430441</td>
<td>9266</td>
<td>2800</td>
<td>3316</td>
<td>5.386</td>
<td>--</td>
</tr>
<tr>
<td>4-3/MA-0.5/7</td>
<td>215491</td>
<td>92565</td>
<td>441618</td>
<td>9163</td>
<td>2771</td>
<td>3500</td>
<td>5.310</td>
<td>--</td>
</tr>
<tr>
<td>1-1/MA-0.5/7</td>
<td>228904</td>
<td>96381</td>
<td>439352</td>
<td>9067</td>
<td>2674</td>
<td>3388</td>
<td>5.329</td>
<td>--</td>
</tr>
<tr>
<td>1-2/MA-0.5/7</td>
<td>211174</td>
<td>93415</td>
<td>417711</td>
<td>8912</td>
<td>2703</td>
<td>3358</td>
<td>5.479</td>
<td>--</td>
</tr>
<tr>
<td>1-3/MA-0.5/7</td>
<td>203097</td>
<td>97502</td>
<td>393794</td>
<td>8514</td>
<td>2525</td>
<td>3171</td>
<td>5.330</td>
<td>--</td>
</tr>
</tbody>
</table>

-- Data not obtained
<table>
<thead>
<tr>
<th>Specimen Number</th>
<th>Strain Rate (0-100%)</th>
<th>Strain Rate (5-20%)</th>
<th>Strain Rate (50-99%)</th>
<th>Maximum Stress</th>
<th>$\varepsilon_p$</th>
<th>$\varepsilon_{pp}$</th>
<th>$E_i$</th>
<th>$v_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>25-1/MB-0.5/1</td>
<td>0.30</td>
<td>0.31</td>
<td>0.30</td>
<td>5761</td>
<td>4284</td>
<td>6178</td>
<td>2.838</td>
<td>--</td>
</tr>
<tr>
<td>26-1/MB-0.5/1</td>
<td>0.30</td>
<td>0.30</td>
<td>0.30</td>
<td>5663</td>
<td>4284</td>
<td>6183</td>
<td>3.203</td>
<td>--</td>
</tr>
<tr>
<td>25-1/MB-0.5/2</td>
<td>3.04</td>
<td>2.98</td>
<td>3.04</td>
<td>6187</td>
<td>3659</td>
<td>4555</td>
<td>3.435</td>
<td>0.176</td>
</tr>
<tr>
<td>25-2/MB-0.5/2</td>
<td>3.03</td>
<td>2.94</td>
<td>3.04</td>
<td>6285</td>
<td>4134</td>
<td>5085</td>
<td>3.312</td>
<td>0.185</td>
</tr>
<tr>
<td>25-3/MB-0.5/2</td>
<td>3.03</td>
<td>2.92</td>
<td>3.03</td>
<td>5947</td>
<td>3566</td>
<td>4540</td>
<td>3.573</td>
<td>--</td>
</tr>
<tr>
<td>26-1/MB-0.5/2</td>
<td>3.05</td>
<td>2.97</td>
<td>3.04</td>
<td>6361</td>
<td>3653</td>
<td>4851</td>
<td>3.602</td>
<td>0.215</td>
</tr>
<tr>
<td>26-2/MB-0.5/2</td>
<td>3.02</td>
<td>3.00</td>
<td>3.02</td>
<td>6238</td>
<td>3711</td>
<td>4792</td>
<td>3.579</td>
<td>0.220</td>
</tr>
<tr>
<td>25-1/MB-0.5/3</td>
<td>30.3</td>
<td>29.8</td>
<td>30.4</td>
<td>6573</td>
<td>3653</td>
<td>4241</td>
<td>3.658</td>
<td>--</td>
</tr>
<tr>
<td>26-1/MB-0.5/3</td>
<td>30.3</td>
<td>29.8</td>
<td>30.2</td>
<td>6680</td>
<td>3599</td>
<td>4264</td>
<td>3.721</td>
<td>0.224</td>
</tr>
<tr>
<td>25-1/MB-0.5/4</td>
<td>305</td>
<td>302</td>
<td>303</td>
<td>7285</td>
<td>3752</td>
<td>4161</td>
<td>3.802</td>
<td>0.180</td>
</tr>
<tr>
<td>26-1/MB-0.5/4</td>
<td>304</td>
<td>293</td>
<td>302</td>
<td>7309</td>
<td>3522</td>
<td>4077</td>
<td>4.045</td>
<td>0.282</td>
</tr>
<tr>
<td>25-1/MB-0.5/5</td>
<td>3083</td>
<td>3539</td>
<td>3062</td>
<td>7727</td>
<td>3640</td>
<td>4251</td>
<td>3.849</td>
<td>0.224</td>
</tr>
<tr>
<td>26-1/MB-0.5/5</td>
<td>3074</td>
<td>3621</td>
<td>3014</td>
<td>8088</td>
<td>3719</td>
<td>4342</td>
<td>4.055</td>
<td>0.239</td>
</tr>
<tr>
<td>25-1/MB-0.5/6</td>
<td>31556</td>
<td>34800</td>
<td>29944</td>
<td>8137</td>
<td>3869</td>
<td>4708</td>
<td>3.914</td>
<td>0.274</td>
</tr>
<tr>
<td>26-1/MB-0.5/6</td>
<td>33718</td>
<td>33635</td>
<td>32019</td>
<td>8409</td>
<td>3931</td>
<td>4542</td>
<td>3.515</td>
<td>0.228</td>
</tr>
<tr>
<td>25-1/MB-0.5/7</td>
<td>285361</td>
<td>129288</td>
<td>535849</td>
<td>9711</td>
<td>3666</td>
<td>4321</td>
<td>4.710</td>
<td>0.261</td>
</tr>
<tr>
<td>26-1/MB-0.5/7</td>
<td>302289</td>
<td>145617</td>
<td>529640</td>
<td>10370</td>
<td>3732</td>
<td>4460</td>
<td>5.071</td>
<td>0.272</td>
</tr>
</tbody>
</table>

-- Data not obtained
<table>
<thead>
<tr>
<th>Strain Rate (0-100%)</th>
<th>Strain Rate (5-20%)</th>
<th>Strain Rate (50-99%)</th>
<th>No. of Samples</th>
<th>Maximum Stress (psi)</th>
<th>$\varepsilon_1$ ($\mu$E)</th>
<th>$\varepsilon_{pp}$ ($\mu$E)</th>
<th>$\frac{E}{\psi} \times 10^6$</th>
<th>$\nu_1$ (Std Dev)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.30 (0)</td>
<td>0.30 (0)</td>
<td>0.30 (0)</td>
<td>2</td>
<td>11675 (675)</td>
<td>9358 (2858)</td>
<td>11151 (2160)</td>
<td>2.94 (0.25)</td>
<td>--</td>
</tr>
<tr>
<td>3.02 (0.02)</td>
<td>3.01 (0.032)</td>
<td>3.02 (0.02)</td>
<td>11</td>
<td>12534 (464)</td>
<td>7450 (752)</td>
<td>7940 (796)</td>
<td>3.396 (0.077)</td>
<td>0.212 (0.035)</td>
</tr>
<tr>
<td>30.4 (0.05)</td>
<td>30.3 (0.2)</td>
<td>30.3 (0)</td>
<td>2</td>
<td>14061 (326)</td>
<td>7326 (755)</td>
<td>7949 (820)</td>
<td>3.406 (0.073)</td>
<td>0.240 (0.016)</td>
</tr>
<tr>
<td>305 (1.00)</td>
<td>303 (3)</td>
<td>308 (2)</td>
<td>2</td>
<td>15804 (325)</td>
<td>7036 (225)</td>
<td>7350 (18)</td>
<td>3.649 (0.10)</td>
<td>0.247 (0.011)</td>
</tr>
<tr>
<td>3052 (32.4)</td>
<td>3181 (48.6)</td>
<td>3186 (432)</td>
<td>11</td>
<td>17940 (617)</td>
<td>7037 (716)</td>
<td>7556 (505)</td>
<td>3.792 (0.064)</td>
<td>0.270 (0.038)</td>
</tr>
<tr>
<td>31662 (70)</td>
<td>40221 (163)</td>
<td>31090 (486)</td>
<td>2</td>
<td>21989 (342)</td>
<td>8571 (220)</td>
<td>8889 (124)</td>
<td>3.985 (0.013)</td>
<td>0.271 (0)</td>
</tr>
<tr>
<td>278156 (11239)</td>
<td>176421 (7820)</td>
<td>402344 (32540)</td>
<td>11</td>
<td>22876 (1313)</td>
<td>7960 (776)</td>
<td>8595 (740)</td>
<td>4.206 (0.075)</td>
<td>0.262 (0.045)</td>
</tr>
</tbody>
</table>

-- Data not obtained
<table>
<thead>
<tr>
<th>Strain Rate (0-100%) με/sec Average (Std Dev)</th>
<th>Strain Rate (5-20%) με/sec Average (Std Dev)</th>
<th>Strain Rate (50-99%) με/sec Average (Std Dev)</th>
<th>No. of Samples</th>
<th>Maximum Stress psi</th>
<th>ε_p με Average (Std Dev)</th>
<th>ε_pp με Average (Std Dev)</th>
<th>E_f psi×10^6 Average (Std Dev)</th>
<th>ν_1 Average (Std Dev)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.30 (0)</td>
<td>0.30 (0)</td>
<td>0.30 (0)</td>
<td>2</td>
<td>7456</td>
<td>10703 (491)</td>
<td>11412 (116)</td>
<td>2.256 (0.001)</td>
<td>0.218 (0.024)</td>
</tr>
<tr>
<td>3.05 (0.02)</td>
<td>3.04 (0.05)</td>
<td>3.05 (0.02)</td>
<td>2</td>
<td>7755</td>
<td>7007 (772)</td>
<td>8047 (1043)</td>
<td>2.494 (0.005)</td>
<td>0.227 (0.019)</td>
</tr>
<tr>
<td>30.5 (0.05)</td>
<td>30.8 (0.2)</td>
<td>30.5 (0.05)</td>
<td>2</td>
<td>8502</td>
<td>6377 (63)</td>
<td>6883 (177)</td>
<td>2.65 (0.049)</td>
<td>0.245 (0.025)</td>
</tr>
<tr>
<td>304 (1)</td>
<td>298.6 (4.9)</td>
<td>304 (1.4)</td>
<td>2</td>
<td>9544</td>
<td>6494 (358)</td>
<td>7079 (327)</td>
<td>2.777 (0.005)</td>
<td>0.256 (0.033)</td>
</tr>
<tr>
<td>3072 (2)</td>
<td>3270 (0)</td>
<td>3041 (7)</td>
<td>2</td>
<td>10557</td>
<td>6501 (391)</td>
<td>7099 (328)</td>
<td>2.752 (0.016)</td>
<td>0.247 (0.029)</td>
</tr>
<tr>
<td>32248 (117)</td>
<td>38718 (113)</td>
<td>30897 (68)</td>
<td>2</td>
<td>11956</td>
<td>6597 (427)</td>
<td>7309 (78)</td>
<td>2.862 (0.016)</td>
<td>0.269 (0.028)</td>
</tr>
<tr>
<td>282410 (3515)</td>
<td>161384 (864)</td>
<td>398143 (9634)</td>
<td>2</td>
<td>13406</td>
<td>6533 (205)</td>
<td>7151 (81)</td>
<td>3.135 (0.001)</td>
<td>0.273 (0.019)</td>
</tr>
</tbody>
</table>

TABLE 2.9, continued
SUMMARY OF STRAIN-RATE TESTS

CEMENT PASTE, W/C = 0.4
### Table 2.9, continued

#### Summary of Strain-Rate Tests

<table>
<thead>
<tr>
<th>Strain Rate (0-100%)</th>
<th>Strain Rate (5-20%)</th>
<th>Strain Rate (50-99%)</th>
<th>No. of Samples</th>
<th>Maximum Stress</th>
<th>$\varepsilon_E$ Average (Std Dev)</th>
<th>$\varepsilon_{dp}$ Average (Std Dev)</th>
<th>$E_i$ Average (Std Dev)</th>
<th>$v_i$ Average (Std Dev)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strain Rate (µε/sec)</td>
<td>Strain Rate (µε/sec)</td>
<td>Strain Rate (µε/sec)</td>
<td>No. of Samples</td>
<td>No. of psi $\times 10^6$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average (Std Dev)</td>
<td>Average (Std Dev)</td>
<td>Average (Std Dev)</td>
<td>Average (Std Dev)</td>
<td>Average (Std Dev)</td>
<td>Average (Std Dev)</td>
<td>Average (Std Dev)</td>
<td>Average (Std Dev)</td>
<td>Average (Std Dev)</td>
</tr>
<tr>
<td>0.30</td>
<td>0.31</td>
<td>0.30</td>
<td>2</td>
<td>7024</td>
<td>8307</td>
<td>1.760</td>
<td>0.218</td>
<td></td>
</tr>
<tr>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(3)</td>
<td>(79)</td>
<td>(632)</td>
<td>(313)</td>
<td>(0.034)</td>
<td>(0.0)</td>
</tr>
<tr>
<td>3.0</td>
<td>3.01</td>
<td>3.0</td>
<td>11</td>
<td>6311</td>
<td>8061</td>
<td>2.035</td>
<td>0.234</td>
<td></td>
</tr>
<tr>
<td>(0.29)</td>
<td>(0.02)</td>
<td>(0.02)</td>
<td>(3)</td>
<td>(318)</td>
<td>(737)</td>
<td>(817)</td>
<td>(0.097)</td>
<td>(0.007)</td>
</tr>
<tr>
<td>30.4</td>
<td>30.5</td>
<td>30.4</td>
<td>2</td>
<td>5896</td>
<td>6747</td>
<td>1.935</td>
<td>0.214</td>
<td></td>
</tr>
<tr>
<td>(0.05)</td>
<td>(0.05)</td>
<td>(0.05)</td>
<td>(2)</td>
<td>(38)</td>
<td>(27)</td>
<td>(256)</td>
<td>(0.032)</td>
<td>(0.017)</td>
</tr>
<tr>
<td>3048</td>
<td>3330</td>
<td>3007</td>
<td>11</td>
<td>7878</td>
<td>6427</td>
<td>2.339</td>
<td>0.267</td>
<td></td>
</tr>
<tr>
<td>(20)</td>
<td>(66.7)</td>
<td>(21.9)</td>
<td>(2)</td>
<td>(398)</td>
<td>(638)</td>
<td>(541)</td>
<td>(0.086)</td>
<td>(0.021)</td>
</tr>
<tr>
<td>32863</td>
<td>38002</td>
<td>31160</td>
<td>2</td>
<td>5198</td>
<td>6119</td>
<td>2.289</td>
<td>0.261</td>
<td></td>
</tr>
<tr>
<td>(167)</td>
<td>(12)</td>
<td>(191)</td>
<td>(2)</td>
<td>(211)</td>
<td>(261)</td>
<td>(416)</td>
<td>(0.037)</td>
<td>(0.024)</td>
</tr>
<tr>
<td>284722</td>
<td>162043</td>
<td>391875</td>
<td>11</td>
<td>9816</td>
<td>6822</td>
<td>2.678</td>
<td>0.281</td>
<td></td>
</tr>
<tr>
<td>(8700)</td>
<td>(6064)</td>
<td>(10801)</td>
<td>(0)</td>
<td>(629)</td>
<td>(552)</td>
<td>(715)</td>
<td>(0.103)</td>
<td>(0.012)</td>
</tr>
</tbody>
</table>

**CEMENT PASTE, W/C = 0.5**
### TABLE 2.9, continued
SUMMARY OF STRAIN-RATE TESTS

<table>
<thead>
<tr>
<th>Strain Rate</th>
<th>Strain Rate</th>
<th>Strain Rate</th>
<th>No. of Samples</th>
<th>Maximum Stress (psi)</th>
<th>ε_p</th>
<th>ε_pp</th>
<th>E</th>
<th>η_1</th>
</tr>
</thead>
<tbody>
<tr>
<td>(0-100%) με/sec</td>
<td>(5-20%) με/sec</td>
<td>(50-99%) με/sec</td>
<td>(Std Dev)</td>
<td>(Std Dev)</td>
<td>(Std Dev)</td>
<td>(Std Dev)</td>
<td>(Std Dev)</td>
<td>(Std Dev)</td>
</tr>
<tr>
<td>0.30</td>
<td>0.30</td>
<td>0.30</td>
<td>2</td>
<td>9831</td>
<td>4901</td>
<td>5572</td>
<td>3.843</td>
<td>--</td>
</tr>
<tr>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(155)</td>
<td>(100)</td>
<td>(0)</td>
<td>(0.386)</td>
<td>--</td>
<td></td>
</tr>
<tr>
<td>3.0</td>
<td>2.99</td>
<td>3.05</td>
<td>2</td>
<td>10841</td>
<td>4157</td>
<td>4675</td>
<td>4.553</td>
<td>0.207</td>
</tr>
<tr>
<td>(0)</td>
<td>(0.03)</td>
<td>(0.01)</td>
<td>(1)</td>
<td>(23)</td>
<td>(55)</td>
<td>(66)</td>
<td>(0.045)</td>
<td>(0)</td>
</tr>
<tr>
<td>30.3</td>
<td>30.5</td>
<td>30.3</td>
<td>2</td>
<td>12323</td>
<td>4164</td>
<td>4475</td>
<td>4.906</td>
<td>0.235</td>
</tr>
<tr>
<td>(0)</td>
<td>(0.025)</td>
<td>(0.05)</td>
<td>(2)</td>
<td>(215)</td>
<td>(56)</td>
<td>(37)</td>
<td>(0.059)</td>
<td>(0)</td>
</tr>
<tr>
<td>291</td>
<td>306</td>
<td>302</td>
<td>2</td>
<td>13394</td>
<td>4183</td>
<td>4442</td>
<td>5.070</td>
<td>0.236</td>
</tr>
<tr>
<td>(13)</td>
<td>(3)</td>
<td>(0)</td>
<td>(2)</td>
<td>(212)</td>
<td>(37)</td>
<td>(47)</td>
<td>(0.067)</td>
<td>(0.021)</td>
</tr>
<tr>
<td>3090</td>
<td>3681</td>
<td>3068</td>
<td>2</td>
<td>14548</td>
<td>4226</td>
<td>4584</td>
<td>5.008</td>
<td>0.238</td>
</tr>
<tr>
<td>(10)</td>
<td>(136)</td>
<td>(12)</td>
<td>(2)</td>
<td>(167)</td>
<td>(185)</td>
<td>(248)</td>
<td>(0.097)</td>
<td>(0.031)</td>
</tr>
<tr>
<td>32155</td>
<td>29730</td>
<td>31447</td>
<td>2</td>
<td>15695</td>
<td>4377</td>
<td>4732</td>
<td>5.955</td>
<td>0.260</td>
</tr>
<tr>
<td>(914)</td>
<td>(2132)</td>
<td>(595)</td>
<td>(2)</td>
<td>(196)</td>
<td>(94)</td>
<td>(30)</td>
<td>(0.716)</td>
<td>(0.014)</td>
</tr>
<tr>
<td>264352</td>
<td>141982</td>
<td>465254</td>
<td>2</td>
<td>17804</td>
<td>4636</td>
<td>5376</td>
<td>5.675</td>
<td>0.274</td>
</tr>
<tr>
<td>(7939)</td>
<td>(10014)</td>
<td>(2666)</td>
<td>(2)</td>
<td>(240)</td>
<td>(33)</td>
<td>(4)</td>
<td>(0.211)</td>
<td>(0.020)</td>
</tr>
</tbody>
</table>

**MORTAR, W/C = 0.3, S/C = 0.97**

-- Data not obtained
<table>
<thead>
<tr>
<th>Strain Rate (0-100%)</th>
<th>Strain Rate (5-20%)</th>
<th>Strain Rate (50-99%)</th>
<th>No. of Samples</th>
<th>Maximum Stress psi</th>
<th>$\varepsilon_p$ $\mu$E</th>
<th>$\varepsilon_{pp}$ $\mu$E</th>
<th>$E_i$ psi x 10^6</th>
<th>$v_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.31 (0)</td>
<td>0.30 (0)</td>
<td>0.30 (0)</td>
<td>2</td>
<td>7356</td>
<td>4132</td>
<td>5310</td>
<td>3.898</td>
<td>--</td>
</tr>
<tr>
<td>3.03 (0.03)</td>
<td>3.01 (0.04)</td>
<td>3.03 (0)</td>
<td>2</td>
<td>7814</td>
<td>3712</td>
<td>4538</td>
<td>4.256</td>
<td>--</td>
</tr>
<tr>
<td>30.6 (0.5)</td>
<td>30.4 (0.38)</td>
<td>30.6 (0.01)</td>
<td>2</td>
<td>8812</td>
<td>3336</td>
<td>3845</td>
<td>4.738</td>
<td>0.205</td>
</tr>
<tr>
<td>306 (.5)</td>
<td>293 (7)</td>
<td>306 (1)</td>
<td>2</td>
<td>9588</td>
<td>3502</td>
<td>3940</td>
<td>4.978</td>
<td>0.256</td>
</tr>
<tr>
<td>3038 (84)</td>
<td>3970 (56)</td>
<td>3080 (1)</td>
<td>2</td>
<td>10398</td>
<td>3520</td>
<td>4044</td>
<td>4.938</td>
<td>0.269</td>
</tr>
<tr>
<td>32262 (551)</td>
<td>26135 (515)</td>
<td>31776 (2)</td>
<td>2</td>
<td>11278</td>
<td>3721</td>
<td>4230</td>
<td>5.100</td>
<td>0.273</td>
</tr>
<tr>
<td>267708 (4935)</td>
<td>126581 (4219)</td>
<td>521089 (2)</td>
<td>3</td>
<td>12547</td>
<td>3620</td>
<td>4298</td>
<td>5.817</td>
<td>0.281</td>
</tr>
</tbody>
</table>

MORTAR-A, W/C = 0.4, S/C = 1.59

--- Data not obtained
TABLE 2.9, continued
SUMMARY OF STRAIN-RATE TESTS

<table>
<thead>
<tr>
<th>Strain Rate</th>
<th>Strain Rate</th>
<th>Strain Rate</th>
<th>No. of Samples</th>
<th>Maximum Stress</th>
<th>$\epsilon_p$</th>
<th>$\epsilon_{pp}$</th>
<th>$E_i$</th>
<th>$V_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>(0-100%) $\mu$m/sec</td>
<td>(5-20%) $\mu$m/sec</td>
<td>(50-99%) $\mu$m/sec</td>
<td>(No. of Samples)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average (Std Dev)</td>
<td>Average (Std Dev)</td>
<td>Average (Std Dev)</td>
<td>Average (Std Dev)</td>
<td>Average (Std Dev)</td>
<td>Average (Std Dev)</td>
<td>Average (Std Dev)</td>
<td>Average (Std Dev)</td>
<td></td>
</tr>
<tr>
<td>0.31</td>
<td>0.30</td>
<td>0.30</td>
<td>1</td>
<td>7566</td>
<td>4045</td>
<td>4958</td>
<td>3.888</td>
<td>--</td>
</tr>
<tr>
<td>3.04</td>
<td>3.01</td>
<td>3.03</td>
<td>5</td>
<td>8002</td>
<td>3272</td>
<td>3992</td>
<td>4.618</td>
<td>0.228</td>
</tr>
<tr>
<td>(0.02)</td>
<td>(0.05)</td>
<td>(0.027)</td>
<td>(2)</td>
<td>(178)</td>
<td>(151)</td>
<td>(154)</td>
<td>(0.212)</td>
<td>(0.027)</td>
</tr>
<tr>
<td>30.6</td>
<td>30.2</td>
<td>30.4</td>
<td>2</td>
<td>8760</td>
<td>3200</td>
<td>3671</td>
<td>4.851</td>
<td>0.249</td>
</tr>
<tr>
<td>(0.05)</td>
<td>(0.4)</td>
<td>(0.1)</td>
<td>(2)</td>
<td>(57)</td>
<td>(10)</td>
<td>(65)</td>
<td>(0.073)</td>
<td>(0.022)</td>
</tr>
<tr>
<td>304</td>
<td>297</td>
<td>303</td>
<td>2</td>
<td>9724</td>
<td>3267</td>
<td>3730</td>
<td>5.195</td>
<td>0.270</td>
</tr>
<tr>
<td>(1)</td>
<td>(3.5)</td>
<td>(1)</td>
<td>(1)</td>
<td>(87)</td>
<td>(122)</td>
<td>(134)</td>
<td>(0.132)</td>
<td>(0.0)</td>
</tr>
<tr>
<td>3111</td>
<td>3915</td>
<td>3047</td>
<td>2</td>
<td>10508</td>
<td>3142</td>
<td>3592</td>
<td>5.450</td>
<td>0.278</td>
</tr>
<tr>
<td>(22)</td>
<td>(0)</td>
<td>(16)</td>
<td>(2)</td>
<td>(52)</td>
<td>(109)</td>
<td>(104)</td>
<td>(0.009)</td>
<td>(0.006)</td>
</tr>
<tr>
<td>32345</td>
<td>28965</td>
<td>31692</td>
<td>3</td>
<td>11515</td>
<td>3398</td>
<td>3906</td>
<td>5.689</td>
<td>0.273</td>
</tr>
<tr>
<td>(1057)</td>
<td>(3489)</td>
<td>(1127)</td>
<td>(1)</td>
<td>(58)</td>
<td>(76)</td>
<td>(147)</td>
<td>(0.211)</td>
<td>(0.0)</td>
</tr>
<tr>
<td>264199</td>
<td>123744</td>
<td>512384</td>
<td>2</td>
<td>12720</td>
<td>3568</td>
<td>4234</td>
<td>5.954</td>
<td>--</td>
</tr>
<tr>
<td>(3785)</td>
<td>(489)</td>
<td>(15476)</td>
<td>(0)</td>
<td>(213)</td>
<td>(146)</td>
<td>(359)</td>
<td>(0.024)</td>
<td></td>
</tr>
</tbody>
</table>

-- Data not obtained

MORTAR-B, W/C = 0.4, S/C = 1.97
<table>
<thead>
<tr>
<th>Strain Rate</th>
<th>Strain Rate</th>
<th>Strain Rate</th>
<th>No. of Samples</th>
<th>Maximum Stress</th>
<th>ε₀</th>
<th>ε₀₀</th>
<th>E</th>
<th>v₁</th>
</tr>
</thead>
<tbody>
<tr>
<td>(0-100%) με/sec</td>
<td>(5-20%) με/sec</td>
<td>(50-99%) με/sec</td>
<td>(No. of Samples)</td>
<td>(psi)</td>
<td>με</td>
<td>με</td>
<td>psi x10⁶</td>
<td>(Std Dev)</td>
</tr>
<tr>
<td>Average (Std Dev)</td>
<td>Average (Std Dev)</td>
<td>Average (Std Dev)</td>
<td>for v₁</td>
<td>(Std Dev)</td>
<td>(Std Dev)</td>
<td>(Std Dev)</td>
<td>(Std Dev)</td>
<td></td>
</tr>
</tbody>
</table>

**MORTAR-A, W/C = 0.5, S/C = 2.28**

<table>
<thead>
<tr>
<th>Strain Rate</th>
<th>Strain Rate</th>
<th>Strain Rate</th>
<th>No. of Samples</th>
<th>Maximum Stress</th>
<th>ε₀</th>
<th>ε₀₀</th>
<th>E</th>
<th>v₁</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.31</td>
<td>0.30</td>
<td>0.31</td>
<td>3</td>
<td>5379</td>
<td>3503</td>
<td>4909</td>
<td>3.490</td>
<td>--</td>
</tr>
<tr>
<td>3.01</td>
<td>2.98</td>
<td>3.01</td>
<td>12</td>
<td>5582</td>
<td>2827</td>
<td>3791</td>
<td>4.024</td>
<td>0.190</td>
</tr>
<tr>
<td>30.4</td>
<td>30.1</td>
<td>30.5</td>
<td>3</td>
<td>6407</td>
<td>2908</td>
<td>3538</td>
<td>4.147</td>
<td>0.210</td>
</tr>
<tr>
<td>0.08</td>
<td>0.24</td>
<td>0.08</td>
<td>2</td>
<td>122</td>
<td>108</td>
<td>287</td>
<td>0.103</td>
<td>0.031</td>
</tr>
<tr>
<td>307</td>
<td>293</td>
<td>305</td>
<td>3</td>
<td>7090</td>
<td>2948</td>
<td>3550</td>
<td>4.561</td>
<td>0.218</td>
</tr>
<tr>
<td>0.81</td>
<td>1.63</td>
<td>1 (2)</td>
<td>70</td>
<td>46</td>
<td>118</td>
<td>0.055</td>
<td>0.031</td>
<td></td>
</tr>
<tr>
<td>3089</td>
<td>4211</td>
<td>3017</td>
<td>12</td>
<td>7434</td>
<td>2907</td>
<td>3469</td>
<td>4.584</td>
<td>0.227</td>
</tr>
<tr>
<td>28</td>
<td>259</td>
<td>22</td>
<td>270</td>
<td>180</td>
<td>171</td>
<td>0.149</td>
<td>0.004</td>
<td></td>
</tr>
<tr>
<td>34645</td>
<td>27487</td>
<td>34071</td>
<td>3</td>
<td>8824</td>
<td>3135</td>
<td>3689</td>
<td>5.050</td>
<td>0.248</td>
</tr>
<tr>
<td>210</td>
<td>775</td>
<td>297</td>
<td>266</td>
<td>125</td>
<td>115</td>
<td>0.161</td>
<td>0.0</td>
<td></td>
</tr>
<tr>
<td>219728</td>
<td>97292</td>
<td>438418</td>
<td>12</td>
<td>9391</td>
<td>2839</td>
<td>3525</td>
<td>5.451</td>
<td>--</td>
</tr>
</tbody>
</table>

-- Data not obtained
### TABLE 2.9, continued
**SUMMARY OF STRAIN-RATE TESTS**

<table>
<thead>
<tr>
<th>Strain Rate</th>
<th>Strain Rate</th>
<th>Strain Rate</th>
<th>No. of Samples (No. of Samples for $v_1$)</th>
<th>Maximum Stress (psi)</th>
<th>$\varepsilon_p$ (µε)</th>
<th>$\varepsilon_{pp}$ (µε)</th>
<th>$E_p$ (psi x 10⁶)</th>
<th>$v_1$ (Average (Std Dev))</th>
</tr>
</thead>
<tbody>
<tr>
<td>(0-100%)</td>
<td>(5-20%)</td>
<td>(50-99%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>µε/sec</td>
<td>µε/sec</td>
<td>µε/sec</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Average</td>
<td>Average</td>
<td>Average</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Std Dev)</td>
<td>(Std Dev)</td>
<td>(Std Dev)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.30</td>
<td>0.31</td>
<td>0.30</td>
<td>2</td>
<td>5712</td>
<td>4284</td>
<td>6180</td>
<td>3.020</td>
<td>--</td>
</tr>
<tr>
<td>(0)</td>
<td>(0.1)</td>
<td>(0)</td>
<td>(0)</td>
<td>(49)</td>
<td>(0)</td>
<td>(3)</td>
<td>(0.258)</td>
<td></td>
</tr>
<tr>
<td>3.03</td>
<td>2.96</td>
<td>3.03</td>
<td>5</td>
<td>6240</td>
<td>3745</td>
<td>4765</td>
<td>3.500</td>
<td>0.199</td>
</tr>
<tr>
<td>(0.01)</td>
<td>(0.03)</td>
<td>(0.01)</td>
<td>(4)</td>
<td>(140)</td>
<td>(200)</td>
<td>(203)</td>
<td>(0.111)</td>
<td>(0.019)</td>
</tr>
<tr>
<td>30.3</td>
<td>29.8</td>
<td>30.3</td>
<td>2</td>
<td>6626</td>
<td>3626</td>
<td>4252</td>
<td>3.690</td>
<td>0.224</td>
</tr>
<tr>
<td>(0)</td>
<td>(0)</td>
<td>(0.1)</td>
<td>(1)</td>
<td>(54)</td>
<td>(27)</td>
<td>(12)</td>
<td>(0.031)</td>
<td>(0.0)</td>
</tr>
<tr>
<td>304</td>
<td>298</td>
<td>302</td>
<td>2</td>
<td>7297</td>
<td>3637</td>
<td>4119</td>
<td>3.923</td>
<td>0.231</td>
</tr>
<tr>
<td>(0.5)</td>
<td>(5)</td>
<td>(0.5)</td>
<td>(2)</td>
<td>(12)</td>
<td>(115)</td>
<td>(42)</td>
<td>(0.121)</td>
<td>(0.051)</td>
</tr>
<tr>
<td>3078</td>
<td>3580</td>
<td>3038</td>
<td>2</td>
<td>7908</td>
<td>3680</td>
<td>4296</td>
<td>3.952</td>
<td>0.232</td>
</tr>
<tr>
<td>(5)</td>
<td>(41)</td>
<td>(24)</td>
<td>(2)</td>
<td>(80)</td>
<td>(39)</td>
<td>(46)</td>
<td>(0.1103)</td>
<td>(0.008)</td>
</tr>
<tr>
<td>32637</td>
<td>34218</td>
<td>30982</td>
<td>2</td>
<td>8273</td>
<td>3900</td>
<td>4625</td>
<td>3.714</td>
<td>0.251</td>
</tr>
<tr>
<td>(1081)</td>
<td>(582)</td>
<td>(1037)</td>
<td>(2)</td>
<td>(136)</td>
<td>(31)</td>
<td>(83)</td>
<td>(0.200)</td>
<td>(0.023)</td>
</tr>
<tr>
<td>293825</td>
<td>137452</td>
<td>532744</td>
<td>2</td>
<td>10040</td>
<td>3699</td>
<td>4390</td>
<td>4.891</td>
<td>0.267</td>
</tr>
<tr>
<td>(8464)</td>
<td>(8165)</td>
<td>(3105)</td>
<td>(2)</td>
<td>(330)</td>
<td>(33)</td>
<td>(70)</td>
<td>(0.181)</td>
<td>(0.006)</td>
</tr>
</tbody>
</table>

MORTAR-B, W/C = 0.5, S/C = 1.29

Data not obtained
### Table 2.10
AVERAGE POISSON'S RATIO AT VARIOUS STRAIN LEVELS AND STRAIN RATES FOR CEMENT PASTE WITH W/C = 0.3

<table>
<thead>
<tr>
<th>Strain Level ( \mu \varepsilon )</th>
<th>0.3 ( \mu \varepsilon/\text{sec} )</th>
<th>3 ( \mu \varepsilon/\text{sec} )</th>
<th>30 ( \mu \varepsilon/\text{sec} )</th>
<th>300 ( \mu \varepsilon/\text{sec} )</th>
<th>3,000 ( \mu \varepsilon/\text{sec} )</th>
<th>30,000 ( \mu \varepsilon/\text{sec} )</th>
<th>300,000 ( \mu \varepsilon/\text{sec} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1000</td>
<td>0.141</td>
<td>0.210</td>
<td>0.230</td>
<td>0.259</td>
<td>0.286</td>
<td>0.253</td>
<td>0.262</td>
</tr>
<tr>
<td>2000</td>
<td>0.147</td>
<td>0.221</td>
<td>0.230</td>
<td>0.273</td>
<td>0.291</td>
<td>0.253</td>
<td>0.277</td>
</tr>
<tr>
<td>3000</td>
<td>0.157</td>
<td>0.238</td>
<td>0.230</td>
<td>0.282</td>
<td>0.297</td>
<td>0.253</td>
<td>0.294</td>
</tr>
<tr>
<td>4000</td>
<td>0.164</td>
<td>0.255</td>
<td>0.239</td>
<td>0.300</td>
<td>0.308</td>
<td>0.253</td>
<td>0.316</td>
</tr>
<tr>
<td>5000</td>
<td>0.163</td>
<td>0.270</td>
<td>0.253</td>
<td>0.317</td>
<td>0.326</td>
<td>0.260</td>
<td>0.327</td>
</tr>
<tr>
<td>6000</td>
<td>0.162</td>
<td>0.287</td>
<td>0.265</td>
<td>0.343</td>
<td>0.349</td>
<td>0.273</td>
<td>0.350</td>
</tr>
</tbody>
</table>

### Table 2.11
AVERAGE POISSON'S RATIO AT VARIOUS STRAIN LEVELS AND STRAIN RATES FOR CEMENT PASTE WITH W/C = 0.4

<table>
<thead>
<tr>
<th>Strain Level ( \mu \varepsilon )</th>
<th>0.3 ( \mu \varepsilon/\text{sec} )</th>
<th>3 ( \mu \varepsilon/\text{sec} )</th>
<th>30 ( \mu \varepsilon/\text{sec} )</th>
<th>300 ( \mu \varepsilon/\text{sec} )</th>
<th>3,000 ( \mu \varepsilon/\text{sec} )</th>
<th>30,000 ( \mu \varepsilon/\text{sec} )</th>
<th>300,000 ( \mu \varepsilon/\text{sec} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1000</td>
<td>0.187</td>
<td>0.232</td>
<td>0.255</td>
<td>0.271</td>
<td>0.278</td>
<td>0.282</td>
<td>0.303</td>
</tr>
<tr>
<td>2000</td>
<td>0.187</td>
<td>0.240</td>
<td>0.262</td>
<td>0.278</td>
<td>0.287</td>
<td>0.290</td>
<td>0.313</td>
</tr>
<tr>
<td>3000</td>
<td>0.182</td>
<td>0.249</td>
<td>0.273</td>
<td>0.283</td>
<td>0.297</td>
<td>0.304</td>
<td>0.327</td>
</tr>
<tr>
<td>4000</td>
<td>0.178</td>
<td>0.254</td>
<td>0.288</td>
<td>0.296</td>
<td>0.317</td>
<td>0.318</td>
<td>0.343</td>
</tr>
<tr>
<td>5000</td>
<td>0.176</td>
<td>0.265</td>
<td>0.294</td>
<td>0.324</td>
<td>0.345</td>
<td>0.334</td>
<td>0.365</td>
</tr>
<tr>
<td>6000</td>
<td>0.180</td>
<td>0.280</td>
<td>0.360</td>
<td>0.381</td>
<td>0.382</td>
<td>0.358</td>
<td>0.384</td>
</tr>
</tbody>
</table>
### TABLE 2.12
AVERAGE POISSON'S RATIO AT VARIOUS STRAIN LEVELS AND STRAIN RATES FOR CEMENT PASTE WITH W/C = 0.5

<table>
<thead>
<tr>
<th>Strain Level µε</th>
<th>0.3 µε/sec</th>
<th>3 µε/sec</th>
<th>30 µε/sec</th>
<th>300 µε/sec</th>
<th>3,000 µε/sec</th>
<th>30,000 µε/sec</th>
<th>300,000 µε/sec</th>
</tr>
</thead>
<tbody>
<tr>
<td>1000</td>
<td>0.191</td>
<td>0.214</td>
<td>0.207</td>
<td>0.236</td>
<td>0.263</td>
<td>0.274</td>
<td>0.294</td>
</tr>
<tr>
<td>2000</td>
<td>0.188</td>
<td>0.202</td>
<td>0.207</td>
<td>0.236</td>
<td>0.283</td>
<td>0.293</td>
<td>0.316</td>
</tr>
<tr>
<td>3000</td>
<td>0.192</td>
<td>0.195</td>
<td>0.208</td>
<td>0.245</td>
<td>0.304</td>
<td>0.317</td>
<td>0.335</td>
</tr>
<tr>
<td>4000</td>
<td>0.197</td>
<td>0.203</td>
<td>0.217</td>
<td>0.268</td>
<td>0.320</td>
<td>0.339</td>
<td>0.367</td>
</tr>
<tr>
<td>5000</td>
<td>0.205</td>
<td>0.214</td>
<td>0.231</td>
<td>0.278</td>
<td>0.344</td>
<td>0.361</td>
<td>0.393</td>
</tr>
</tbody>
</table>

### TABLE 2.13
AVERAGE POISSON'S RATIO AT VARIOUS STRAIN LEVELS AND STRAIN RATES FOR MORTAR WITH W/C = 0.3

<table>
<thead>
<tr>
<th>Strain Level µε</th>
<th>3 µε/sec</th>
<th>30 µε/sec</th>
<th>300 µε/sec</th>
<th>3,000 µε/sec</th>
<th>30,000 µε/sec</th>
<th>300,000 µε/sec</th>
</tr>
</thead>
<tbody>
<tr>
<td>500</td>
<td>0.196</td>
<td>0.230</td>
<td>0.253</td>
<td>0.230</td>
<td>0.258</td>
<td>0.270</td>
</tr>
<tr>
<td>1000</td>
<td>0.190</td>
<td>0.242</td>
<td>0.253</td>
<td>0.230</td>
<td>0.265</td>
<td>0.277</td>
</tr>
<tr>
<td>1500</td>
<td>0.200</td>
<td>0.264</td>
<td>0.261</td>
<td>0.238</td>
<td>0.277</td>
<td>0.300</td>
</tr>
<tr>
<td>2000</td>
<td>0.213</td>
<td>0.282</td>
<td>0.282</td>
<td>0.253</td>
<td>0.288</td>
<td>0.311</td>
</tr>
<tr>
<td>2500</td>
<td>0.226</td>
<td>0.300</td>
<td>0.304</td>
<td>0.277</td>
<td>0.304</td>
<td>0.323</td>
</tr>
<tr>
<td>3000</td>
<td>0.246</td>
<td>0.322</td>
<td>0.342</td>
<td>0.300</td>
<td>0.334</td>
<td>0.342</td>
</tr>
<tr>
<td>3500</td>
<td>0.263</td>
<td>0.359</td>
<td>0.392</td>
<td>0.320</td>
<td>0.365</td>
<td>0.356</td>
</tr>
<tr>
<td>4000</td>
<td>0.300</td>
<td>0.406</td>
<td>0.455</td>
<td>0.366</td>
<td>0.409</td>
<td>0.363</td>
</tr>
</tbody>
</table>
### TABLE 2.14
Average Poisson’s Ratio at Various Strain Levels and Strain Rates for Mortar A with W/C = 0.4

<table>
<thead>
<tr>
<th>Strain Level</th>
<th>3 με/sec</th>
<th>30 με/sec</th>
<th>300 με/sec</th>
<th>3,000 με/sec</th>
<th>30,000 με/sec</th>
<th>300,000 με/sec</th>
</tr>
</thead>
<tbody>
<tr>
<td>500</td>
<td>0.196</td>
<td>0.230</td>
<td>0.253</td>
<td>0.230</td>
<td>0.258</td>
<td>0.270</td>
</tr>
<tr>
<td>1000</td>
<td>0.190</td>
<td>0.242</td>
<td>0.253</td>
<td>0.230</td>
<td>0.265</td>
<td>0.277</td>
</tr>
<tr>
<td>1500</td>
<td>0.200</td>
<td>0.264</td>
<td>0.261</td>
<td>0.238</td>
<td>0.277</td>
<td>0.300</td>
</tr>
<tr>
<td>2000</td>
<td>0.213</td>
<td>0.282</td>
<td>0.282</td>
<td>0.253</td>
<td>0.288</td>
<td>0.311</td>
</tr>
<tr>
<td>2500</td>
<td>0.226</td>
<td>0.300</td>
<td>0.304</td>
<td>0.277</td>
<td>0.304</td>
<td>0.323</td>
</tr>
<tr>
<td>3000</td>
<td>0.246</td>
<td>0.322</td>
<td>0.342</td>
<td>0.300</td>
<td>0.334</td>
<td>0.342</td>
</tr>
<tr>
<td>3500</td>
<td>0.263</td>
<td>0.359</td>
<td>0.392</td>
<td>0.320</td>
<td>0.365</td>
<td>0.356</td>
</tr>
<tr>
<td>4000</td>
<td>0.300</td>
<td>0.406</td>
<td>0.455</td>
<td>0.366</td>
<td>0.409</td>
<td>0.363</td>
</tr>
</tbody>
</table>

### TABLE 2.15
Average Poisson’s Ratio at Various Strain Levels and Strain Rates for Mortar B with W/C = 0.4

<table>
<thead>
<tr>
<th>Strain Level</th>
<th>3 με/sec</th>
<th>30 με/sec</th>
<th>300 με/sec</th>
<th>3,000 με/sec</th>
<th>30,000 με/sec</th>
<th>300,000 με/sec</th>
</tr>
</thead>
<tbody>
<tr>
<td>500</td>
<td>0.230</td>
<td>0.230</td>
<td>0.253</td>
<td>0.243</td>
<td>0.265</td>
<td>0.271</td>
</tr>
<tr>
<td>1000</td>
<td>0.242</td>
<td>0.230</td>
<td>0.276</td>
<td>0.241</td>
<td>0.271</td>
<td>0.277</td>
</tr>
<tr>
<td>1500</td>
<td>0.253</td>
<td>0.264</td>
<td>0.242</td>
<td>0.277</td>
<td>0.277</td>
<td>0.294</td>
</tr>
<tr>
<td>2000</td>
<td>0.282</td>
<td>0.279</td>
<td>0.323</td>
<td>0.317</td>
<td>0.294</td>
<td>0.341</td>
</tr>
<tr>
<td>2500</td>
<td>0.327</td>
<td>0.313</td>
<td>0.359</td>
<td>0.382</td>
<td>0.341</td>
<td>0.422</td>
</tr>
<tr>
<td>3000</td>
<td>0.401</td>
<td>0.365</td>
<td>0.426</td>
<td>0.492</td>
<td>0.422</td>
<td></td>
</tr>
</tbody>
</table>
### TABLE 2.16
AVERAGE POISSON'S RATIO AT VARIOUS STRAIN LEVELS AND STRAIN RATES FOR MORTAR A WITH W/C = 0.5

<table>
<thead>
<tr>
<th>Strain Level (με)</th>
<th>3 (με/sec)</th>
<th>30 (με/sec)</th>
<th>300 (με/sec)</th>
<th>3,000 (με/sec)</th>
<th>30,000 (με/sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>500</td>
<td>0.180</td>
<td>0.207</td>
<td>0.219</td>
<td>0.242</td>
<td>0.253</td>
</tr>
<tr>
<td>1000</td>
<td>0.190</td>
<td>0.225</td>
<td>0.230</td>
<td>0.265</td>
<td>0.276</td>
</tr>
<tr>
<td>1500</td>
<td>0.222</td>
<td>0.257</td>
<td>0.253</td>
<td>0.300</td>
<td>0.303</td>
</tr>
<tr>
<td>2000</td>
<td>0.271</td>
<td>0.282</td>
<td>0.253</td>
<td>0.340</td>
<td>0.351</td>
</tr>
<tr>
<td>2500</td>
<td>0.336</td>
<td>0.346</td>
<td>0.364</td>
<td>0.396</td>
<td>0.419</td>
</tr>
</tbody>
</table>

### TABLE 2.17
AVERAGE POISSON'S RATIO AT VARIOUS STRAIN LEVELS AND STRAIN RATES FOR MORTAR B WITH W/C = 0.5

<table>
<thead>
<tr>
<th>Strain Level (με)</th>
<th>3 (με/sec)</th>
<th>30 (με/sec)</th>
<th>300 (με/sec)</th>
<th>3,000 (με/sec)</th>
<th>30,000 (με/sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>500</td>
<td>0.219</td>
<td>0.230</td>
<td>0.242</td>
<td>0.253</td>
<td>0.253</td>
</tr>
<tr>
<td>1000</td>
<td>0.219</td>
<td>0.230</td>
<td>0.253</td>
<td>0.264</td>
<td>0.253</td>
</tr>
<tr>
<td>1500</td>
<td>0.232</td>
<td>0.245</td>
<td>0.266</td>
<td>0.276</td>
<td>0.261</td>
</tr>
<tr>
<td>2000</td>
<td>0.259</td>
<td>0.274</td>
<td>0.317</td>
<td>0.311</td>
<td>0.288</td>
</tr>
<tr>
<td>2500</td>
<td>0.293</td>
<td>0.299</td>
<td>0.341</td>
<td>0.327</td>
<td>0.313</td>
</tr>
</tbody>
</table>
TABLE 2.18
INITIAL POISSON'S RATIO FOR SPECIMENS TESTED EXCLUSIVELY
FOR THE STRAIN-RATE SENSITIVITY OF THE
POISSON'S RATIO

CEMENT PASTE WITH W/C = 0.4

<table>
<thead>
<tr>
<th>Specimen Number</th>
<th>Strain Rate (0-100%)</th>
<th>Strain Rate (5-20%)</th>
<th>Strain Rate (5-99%)</th>
<th>$\nu_1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>29-1/P-0.4/1</td>
<td>0.31</td>
<td>0.31</td>
<td>0.31</td>
<td>0.241</td>
</tr>
<tr>
<td>28-1/P-0.4/1</td>
<td>0.30</td>
<td>0.30</td>
<td>0.30</td>
<td>0.194</td>
</tr>
<tr>
<td>29-1/P-0.4/2</td>
<td>3.0</td>
<td>3.0</td>
<td>3.0</td>
<td>0.209</td>
</tr>
<tr>
<td>28-1/P-0.4/2</td>
<td>3.1</td>
<td>3.1</td>
<td>3.1</td>
<td>0.227</td>
</tr>
<tr>
<td>29-1/P-0.4/3</td>
<td>30.6</td>
<td>30.7</td>
<td>30.7</td>
<td>0.276</td>
</tr>
<tr>
<td>28-1/P-0.4/3</td>
<td>30.6</td>
<td>30.4</td>
<td>30.5</td>
<td>0.241</td>
</tr>
<tr>
<td>29-1/P-0.4/4</td>
<td>305</td>
<td>305</td>
<td>306</td>
<td>0.300</td>
</tr>
<tr>
<td>28-1/P-0.4/4</td>
<td>306</td>
<td>308</td>
<td>307</td>
<td>0.214</td>
</tr>
<tr>
<td>28-1/P-0.4/5</td>
<td>3023</td>
<td>3230</td>
<td>3000</td>
<td>0.278</td>
</tr>
<tr>
<td>29-1/P-0.4/5</td>
<td>3165</td>
<td>3221</td>
<td>3093</td>
<td>0.242</td>
</tr>
<tr>
<td>29-1/P-0.4/6</td>
<td>31646</td>
<td>34984</td>
<td>30395</td>
<td>0.298</td>
</tr>
<tr>
<td>28-1/P-0.4/6</td>
<td>32022</td>
<td>35438</td>
<td>31115</td>
<td>0.275</td>
</tr>
<tr>
<td>29-1/P-0.4/7</td>
<td>252527</td>
<td>104595</td>
<td>411818</td>
<td>0.260</td>
</tr>
<tr>
<td>28-1/P-0.4/7</td>
<td>349473</td>
<td>108261</td>
<td>407700</td>
<td>0.307</td>
</tr>
</tbody>
</table>

CEMENT PASTE WITH W/C = 0.5

<table>
<thead>
<tr>
<th>Specimen Number</th>
<th>Strain Rate (0-100%)</th>
<th>Strain Rate (5-20%)</th>
<th>Strain Rate (5-99%)</th>
<th>$\nu_1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>27-1/P-0.5/1</td>
<td>0.30</td>
<td>0.30</td>
<td>0.30</td>
<td>0.262</td>
</tr>
<tr>
<td>27-1/P-0.5/7</td>
<td>0.31</td>
<td>0.31</td>
<td>0.31</td>
<td>0.242</td>
</tr>
</tbody>
</table>
### TABLE 3.1

<table>
<thead>
<tr>
<th>Strain Rate με/sec</th>
<th>Strain = 0.001</th>
<th></th>
<th></th>
<th>Strain = 0.002</th>
<th></th>
<th></th>
<th>Strain = 0.005</th>
<th></th>
<th></th>
<th>Strain = 0.010</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>at $\psi = 45^\circ$</td>
<td>at $\psi = 90^\circ$</td>
<td>at $\psi = 45^\circ$</td>
<td>at $\psi = 90^\circ$</td>
<td>at $\psi = 45^\circ$</td>
<td>at $\psi = 90^\circ$</td>
<td>at $\psi = 45^\circ$</td>
<td>at $\psi = 90^\circ$</td>
<td>at $\psi = 45^\circ$</td>
<td>at $\psi = 90^\circ$</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>1.0008</td>
<td>1.0016</td>
<td>1.0007</td>
<td>1.0015</td>
<td>1.0007</td>
<td>1.0015</td>
<td>1.0007</td>
<td>1.0015</td>
<td>1.0007</td>
<td>1.0015</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>1.0025</td>
<td>1.0050</td>
<td>1.0032</td>
<td>1.0065</td>
<td>1.0030</td>
<td>1.0061</td>
<td>1.0029</td>
<td>1.0059</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>1.0025</td>
<td>1.0049</td>
<td>1.0052</td>
<td>1.0105</td>
<td>1.0079</td>
<td>1.0160</td>
<td>1.0076</td>
<td>1.0155</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>40</td>
<td>1.0011</td>
<td>1.0023</td>
<td>1.0036</td>
<td>1.0072</td>
<td>1.0126</td>
<td>1.0257</td>
<td>1.0235</td>
<td>1.0485</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>100</td>
<td>1.0005</td>
<td>1.0011</td>
<td>1.0019</td>
<td>1.0038</td>
<td>1.0089</td>
<td>1.0181</td>
<td>1.0235</td>
<td>1.0485</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>400</td>
<td>1.0001</td>
<td>1.0003</td>
<td>1.0006</td>
<td>1.0011</td>
<td>1.0032</td>
<td>1.0064</td>
<td>1.0111</td>
<td>1.0226</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1000</td>
<td>1.0001</td>
<td>1.0001</td>
<td>1.0002</td>
<td>1.0005</td>
<td>1.0014</td>
<td>1.0028</td>
<td>1.0052</td>
<td>1.0105</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4000</td>
<td>1.0000</td>
<td>1.0000</td>
<td>1.0001</td>
<td>1.0001</td>
<td>1.0004</td>
<td>1.0007</td>
<td>1.0014</td>
<td>1.0028</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Fig. 2.1 Steel Mold
Fig. 2.2 Schematic of the Test Set Up
Fig. 2.3 Strain versus Time Relation for Cement Paste Tested at 300,000 Microstrain/sec. Point A Corresponds to 50% of the Strength and Point B Corresponds to 99% of the Strength After the Peak.
Fig. 2.4 Stress versus Longitudinal and Transverse Strains for Cement Paste with W/C = 0.3, Tested at Strain Rates from 0.3 to 300,000 Microstrain/sec
Fig. 2.5 Stress versus Longitudinal and Transverse Strains for Cement Paste with W/C = 0.4, Tested at Strain Rates from 0.3 to 300,000 Microstrain/sec
Fig. 2.6 Stress versus Longitudinal and Transverse Strains for Cement Paste with W/C = 0.5, Tested at Strain Rates from 0.3 to 300,000 Microstrain/sec
Fig. 2.7 Stress versus Longitudinal and Transverse Strains for Mortar with W/C = 0.3, Tested at Strain Rates from 0.3 to 300,000 Microstrain/sec
Fig. 2.8 Stress versus Longitudinal and Transverse Strains for Mortar A with W/C = 0.4, Tested at Strain Rates from 0.3 to 300,000 Microstrain/sec
Fig. 2.9 Stress versus Longitudinal and Transverse Strains for Mortar B with W/C = 0.4, Tested at Strain Rates from 0.3 to 300,000 Microstrain/sec
Fig. 2.10 Stress versus Longitudinal and Transverse Strains for Mortar A with W/C = 0.5, Tested at Strain Rates from 0.3 to 300,000 Microstrain/sec
Fig. 2.11 Stress versus Longitudinal and Transverse Strains for Mortar B with W/C = 0.5, Tested at Strain Rates from 0.3 to 300,000 Microstrain/sec
Fig. 2.12 Peak Stress versus Strain Rate ($\varepsilon_{50-99}$) for Cement Paste with W/C = 0.3, 0.4, and 0.5
Fig. 2.13 Peak Stress versus Strain Rate ($\dot{\varepsilon}_{50-99}$) for Mortar with W/C = 0.3, 0.4, and 0.5.
Fig. 2.14 Normalized Peak Stress versus Strain Rate ($\dot{\varepsilon}_{50-99}$) for Cement Paste and Mortar with W/C = 0.3, 0.4, and 0.5
Fig. 2.15 Strain at the Peak Stress versus Strain Rate ($\dot{\varepsilon}_{50-99}$) for Cement Paste and Mortar with W/C = 0.3, 0.4, and 0.5
Fig. 2.16 Post Peak Strain at 90 Percent of the Peak Stress, $\varepsilon_{pp}$, versus Strain Rate ($\varepsilon_{50-99}$) for Cement Paste and Mortar with W/C = 0.3, 0.4, and 0.5
Fig. 2.17 Post Peak Strain at 90 Percent of the Peak Stress, $\varepsilon_{pp}$, versus Water-Cement Ratio for Cement Paste and Mortar at Different Strain Rates ($\varepsilon_{50-99}$)
Fig. 2.18 Initial Modulus of Elasticity versus Strain Rate ($\dot{\varepsilon}_{5-20}$) for Cement Paste and Mortar with W/C = 0.3, 0.4, and 0.5
Fig. 2.19 Normalized Initial Modulus of Elasticity versus Strain Rate ($\dot{\varepsilon}_{5-20}$) for Cement Paste and Mortar with W/C = 0.3, 0.4, and 0.5
Fig. 2.20 Initial Poisson's Ratio versus Strain Rate ($\epsilon_{5-20}$) for Cement Paste with W/C = 0.3, 0.4, and 0.5
Fig. 2.21 Initial Poisson's Ratio versus Strain Rate ($\epsilon$) for Mortar with W/C = 0.3, 0.4, and 0.5
Fig. 2.22 Initial Poisson's Ratio versus Strain Rate ($\varepsilon_{5-20}$) for Cement Paste and Mortar with W/C = 0.3, 0.4, and 0.5
Fig. 2.23 Poisson's Ratio versus Strain at Different Strain Rates for Cement Paste with W/C = 0.3
Fig. 2.24 Poisson's Ratio versus Strain at Different Strain Rates for Cement Paste with W/C = 0.4
Fig. 7.25 Poisson's Ratio versus Strain at Different Strain Rates for Cement Paste with W/C = 0.5
Fig. 2.26 Poisson's Ratio versus Strain at Different Strain Rates for Mortar with W/C = 0.3
Fig. 2.27 Poisson's Ratio versus Strain at Different Strain Rates for Mortar A with W/C = 0.4
Fig. 2.28 Poisson's Ratio versus Strain at Different Strain Rates for Mortar B with W/C = 0.4
Fig. 2.29 Poisson's Ratio versus Strain at Different Strain Rates for Mortar A with W/C = 0.5
Fig. 2.30 Poisson's Ratio versus Strain at Different Strain Rates for Mortar B with W/C = 0.5
Fig. 2.31 Relative Ductility, the Ratio of $\varepsilon_{pp}$ for Mortar and $\varepsilon_{pp}$ of the Same Water-Cement Ratio Paste, versus Strain Rate ($\dot{\varepsilon}_{50-99}$) for Mortars with $W/C = 0.3, 0.4, \text{ and } 0.5$
Fig. 3.1 Hydrostatic Stress in Pore Fluid, $\sigma_f(\psi)$, for an Oblate Spheroidal Pore with Aspect Ratio $r = 0.02$ at Various Orientations, $\psi$
Fig. 3.2 Hydrostatic Stress in Pore Fluid, $\sigma_f(T)$, for a Spherical Pore
Fig. 3.4 Hydrostatic Stress in Pore Fluid, $\sigma_f(T)$, for an Prolate Spheroid Pore with Aspect Ratio $r = 10.0$ at Various Orientations, $\psi$
Fig. 14 Cumulative Orifice Flow Volume at All Orientations versus Strain Rate for Pores with Various Aspect Ratio, \( r \)
Fig. 5.5 Effective Bulk Modulus of a Pore, $K_f^*$, versus Pore Orientation, $\psi$, for Strain Rates in the Range 1 to 4000 $\mu\varepsilon$/sec.
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A.1 Introduction

Consider an isolated spheroidal pore in a homogeneous isotropic elastic medium. The spheroidal pore is empty and is extremely small compared to the dimensions of the surrounding medium. Thus, the presence of the pore does not affect the overall behavior of the medium significantly. If a uniform strain $\varepsilon'_z$ is applied along the global $z$-axis of the medium, the pore deforms, and there is a corresponding change in the volume of the pore, $v_p$. For a linear and elastic medium, $v_p$ is proportional to the applied strain (or applied stress), and is a function of the moduli of the medium and the geometry of the pore. In this Appendix expressions are derived for the change in the volume of the pore per unit average strain along the global $z$-axis of the medium, $v^*$, or

$$v^* = \frac{v_p}{\varepsilon'_z} \quad (A.1)$$

in which $v_p$ is the total change in the volume of the pore for applied strain of $\varepsilon'_z$. $v_p$ can be found from the corresponding displacements on the surface of the pore. The displacement components are given in the spheroidal coordinate system (4, 26, 70). A brief introduction to spheroidal coordinate systems will be given next. After the
introduction, expressions for the displacements (26) will be presented, and finally the expressions for $v^*$ will be derived. In each of the following sections, expressions for both prolate and oblate spheroids are provided.

A.2 Spheroidal Coordinate System

In the spheroidal coordinate system $(4, 26, 70)$, the spheroidal pores of a given shape are represented by a single prototype spheroid with polar and equatorial semi-axes of $a$ and $b$, respectively. $a$ and $b$ are functions of only the pore shape, $r$ (Eq. A.5 or Eq. A.7 below). In general, the size of the prototype spheroid cannot be equal to the size of the pore. Hence, the change in the volume of a pore, $v_p$, is obtained by multiplying the change in volume of the prototype, $v_p'$, by the ratio of the initial volume of the pore, $V_i$, to the initial volume of the prototype, $V_i'$. In the following sections, the expressions, except as noted, are for the prototype spheroid. The size of the polar and the equatorial semi-axes of the pore, $a_p$ and $b_p'$, are used only to calculate the original volume of the pore. For the balance of the discussion, the term 'spheroid' is used for the prototype spheroid.

The cartesian coordinates $x$, $y$, and $z$ are related to the spheroidal coordinates $\alpha$, $\beta$, and $\gamma$ through the following equations (70).

$$x = \sin \alpha \sin \beta \cos \gamma$$ (A.2a)
\[ y = \sin \alpha \sin \beta \sin \gamma \]  
(A.2b)

\[ z = \cos \alpha \cos \beta \]  
(A.2c)

Eq. A.2 can also be rearranged in the following form

\[ \frac{x^2}{\sinh^2 \alpha} + \frac{y^2}{\sinh^2 \alpha} + \frac{z^2}{\cosh^2 \alpha} = 1 \]  
(A.3a)

\[ \frac{x^2}{\sin^2 \beta} - \frac{y^2}{\sin^2 \beta} + \frac{z^2}{\cos^2 \beta} = 1 \]  
(A.3b)

\[ \frac{\gamma}{x} = \tan \gamma \]  
(A.3c)

in which \( 0 \leq \alpha \leq \infty, 0 \leq \beta \leq \pi \) and \( 0 \leq \gamma < 2\pi \). The surfaces \( \alpha = \) constant, \( \beta = \) constant, and \( \gamma = \) constant form a triply orthogonal family of prolate spheroids, hyperboloids of two sheets, and plane surfaces, respectively (Fig. A.1a). \( \alpha = \alpha_0 \) represents the surface of the spheroid. Points inside and outside of the this surface are represented by other values of \( \alpha \). For a point on the surface \( \alpha = \alpha_0 \), \( \beta \) represents the angle measured from the positive polar-axis (or \( z \)-axis) to the normal to the spheroidal surface at the point selected (Fig. A.1). All points with the same value of \( \beta \) lie on a circle centered on the polar axis of the spheroid. As a point is moved from the positive pole to the equator \( \beta \) changes from \( 0 \) to \( \pi/2 \). \( \gamma \) is the angle measured from the positive \( x \)-axis to the plane passing through the poles and a point on the surface of the spheroid.
Prolate Spheroid: For the points on the surface of a prolate spheroid, the following trigonometric conditions are required (Fig. A.1a).

\[
\begin{align*}
  a &= \cosh \alpha = q_o \\
  b &= \sinh \alpha = q_o
\end{align*}
\]

(A.4a) \hspace{1cm} (A.4b)

in which \( a \) and \( b \) are the polar and equatorial semiaxes of the spheroid (prototype), respectively. Eq. A.4 implies that

\[
\begin{align*}
  a^2 - b^2 &= 1 \\
  a^2 &= \frac{r^2}{r^2 - 1} = q_o^2 \\
  b^2 &= \frac{1}{r^2 - 1} = q_o^2
\end{align*}
\]

(A.5a) \hspace{1cm} (A.5b) \hspace{1cm} (A.5c)

in which \( r = a/b \) is the aspect ratio of the spheroid (and also of the pore).

Oblate Spheroid: For the points on the surface of an oblate spheroid, the following trigonometric conditions are required (Fig. A.1b).

\[
\begin{align*}
  a &= \sinh \alpha = q_o \\
  b &= \cosh \alpha = q_o
\end{align*}
\]

(A.6a) \hspace{1cm} (A.6b)
in which $a$ and $b$ are the polar and equatorial semiaxes of the spheroid, respectively. Eq. A.6 implies that

\begin{align*}
    b^2 - a^2 &= 1 \quad \text{(A.7a)} \\
    a^2 &= \frac{r^2}{1 - r^2} = q_0^2 \quad \text{(A.7b)} \\
    b^2 &= \frac{1}{1 - r^2} = q_0^2 \quad \text{(A.7c)}
\end{align*}

in which $r = a/b$ is the aspect ratio of the spheroid (and also of the pore). Thus, for the pores of given shape, $r$, a unique size for the prototype spheroid is determined by either Eq. A.5 or Eq. A.7.

A.3 Intermediate Variables

This section defines the intermediate variables used to express the displacements and the volume change in a concise manner (26, 70).

Prolate Spheroid:

\[ p = \cos \beta \quad \text{(A.8)} \]

From Eq. A.2c for $a = a_o$, i.e. on the surface of the spheroid,

\[ \cos \beta = \frac{z}{\cosh a_o} \quad \text{(A.9)} \]

or \[ \cos \beta = \frac{z}{a} \quad \text{(A.10)} \]

Substituting Eq. A.10 into Eq. A.8,
Substituting Eq. A.11 for p and Eq. A.14a for \( q_o \) into Eq. A.13,

\[
\begin{align*}
    h & = \frac{a}{\sqrt{a^2 - z^2}} \\
    Q_o & = 1 + \frac{q_o}{2} \ln \frac{q_o - 1}{q_o + 1} \\
    D & = (1 + \nu)\left((4\nu - 2)Q_o^2 + \frac{Q_o}{q_o^2}(4\nu - 4 - 3Q_o^2) - \frac{1}{q_o^2}\right) \\
    & + \frac{Q_o}{q_o^2} \left[(8 - 4\nu)(1 - \nu) + 9(1 - \nu)\bar{q}_o^2\right] + \\
    & \frac{2(1 - \nu)(1 - 2\nu)}{q_o^2} + \frac{3 - 3\nu}{\bar{q}_o} \\
    H & = \left(\frac{G'}{G} - 1\right)
\end{align*}
\]

in which \( G' \) and \( G \) are the shear moduli of the material contained in the pore and the medium, respectively. Substituting \( G' = 0 \) (empty pores) in Eq. A.17 gives:

\[
H = -1
\]
Oblate Spheroid: For an oblate spheroidal pore, the expressions for \( p \), \( \bar{p} \) and \( H \) are the same as a prolate spheroid (Eq. A.11 and A.12c, and Eq. A.18). The expressions for \( h \), \( Q_o \) and \( D \) for an oblate spheroidal pore are obtained from those for a prolate spheroid (Eqs. A.13, A.15 and A.16) by replacing \( q \) and \( \bar{q} \) with the imaginary quantities \( iq_0 \) and \( i\bar{q}_0 \), respectively (70). Thus,

\[
h = \frac{1}{i\sqrt{q_0^2 + p^2}} \tag{A.19a}
\]

Substituting Eq. A.11 for \( p \) and Eq. A.6a for \( \bar{q}_0 \) into Eq. A.19a,

\[
h = \frac{a}{i\sqrt{a^2 + z^2}} \tag{A.19b}
\]

\[
Q_o = 1 + \bar{q}_0 \cot^{-1}(q_0) \tag{A.20}
\]

\[
D = (1 + \nu)[(4\nu - 2)q_0^2 - \frac{q_0^4(4\nu - 4 + 3q_0^2)}{q_0^4} + \frac{1}{q_0^2}]
+ \frac{q_0^2}{q_0^2} [(8 - 4\nu)(1 - \nu) - 9(1 - \nu)q_0^2] +
\]

\[
\frac{2(1 - \nu)(1 - 2\nu)}{q_0^2} + \frac{3 - 3\nu}{q_0^2} \tag{A.21}
\]

A.4 Displacements on the Surface of a Spheroid, \( u_{aj} \)

While the applied stress considered here is along the global \( z \)-axis of the medium, the displacements on the surface of the spheroid are given in the local coordinate system of the spheroid (26, 70).
Hence, a coordinate transformation of stresses (89) from global (medium) to local (spheroid) axes is necessary. Let the global axes be denoted by \(x', y', \) and \(z'\) and the local axes be denoted by \(x, y, \) and \(z\) (Fig. A.2). Due to the symmetry of the spheroid and the global stress is applied uniaxially, all orientations of the spheroid (or of the pore) can be represented by angle \(\psi\) between \(z'\) and \(z\) (also between \(y'\) and \(y\)), while \(x'\) and \(x\) coincide. The direction cosines between the two coordinate systems are given in Table A.1. Using \(\sigma_z = 1\) and applying the coordinate transformation of stresses, three nonzero stress components are obtained in the local coordinate system:

\[
\begin{align*}
\sigma_x &= \sin^2 \psi \\
\sigma_y &= \cos^2 \psi \\
\tau_{yz} &= \sin \psi \cos \psi
\end{align*}
\]  

(A.22a)  
(A.22b)  
(A.22c)

Edwards (26) has derived expressions for displacement components for any point in a medium containing an extremely small spheroid. He considered the following five load cases using the local coordinate system.

- **Load Case 1**: \(\sigma_x = \sigma_y = 1\)  
  (A.23a)
- **Load Case 2**: \(\sigma_x = -\sigma_y = 1\)  
  (A.23b)
- **Load Case 3**: \(\sigma_z = 1\)  
  (A.23c)
- **Load Case 4**: \(\tau_{zx} = 1\)  
  (A.23d)
Load Case 5: $\tau_{yz} = 1$ \hspace{1cm} (A.23e)

In each load case, stress components other than those shown in the specific equation are zero.

In general, the expression for the change in the volume of a spheroid surrounded by a medium with an average stress $\sigma'_z = 1$ (or the equivalent stress components given by Eq. A.22) can be found using a combination of displacements for load case 1, 2, 3 and 5. However, in load case 2 the change in the volume of the spheroid is zero due to the symmetry of spheroids and the isotropic nature of the surrounding medium. Thus, load case 2 does not need to be considered to derive the expression for the change in the volume of the spheroid.

For example, to find the change in volume under stresses $\sigma_x = 0$ and $\sigma_y = 1$ (equivalent to one-half the volume change of load case 1 minus load case 2), it is sufficient to integrate the net displacements for load case 1 over the surface of the spheroid and divide the result by 2. For load case 5, the volume change is also zero. However, since this fact is not obvious, the displacement expressions for load case 5 are developed to demonstrate this point.

In section A.5, while deriving the expression for the change in the volume of a spheroid due the stress components given by Eq. A.22 (i.e. for $\sigma'_z = 1$), displacement expressions for load cases 2 and 5 are ignored, and only those for load cases 1 and 3 are considered.

Note: Edwards (26) has provided expressions for all components of displacement for any point in the medium. However, as shown in
section A.5, the volume change calculations require only the expressions for normal displacement components on the surface of the spheroid.

A.4.1 Load Case 1 ($\sigma_x = \sigma_y = 1$)

For load case 1, the normal displacement at any point on the surface of the spheroid is expressed as:

$$u_{a_1} = u_{a_0} + a_{13}u_{a_{13}} + a_{23}u_{a_{23}} + a_{33}u_{a_{33}}$$ \hfill (A.24)

in which $u_{a_{ij}}$, $i \neq 0$, are the normal displacement fields around the spheroid, $u_{a_{0i}}$ is the uniform normal displacement field in the absence of the spheroidal cavity (prototype). $a_{ij}$ are coefficients of superposition and are functions of spheroidal geometry and elastic moduli of the medium. Using Edwards' (26) expressions for $u_{a_{01}}$, $u_{a_{1j}}$ and $a_{ij}$, $i = 1, 2, 3$ and $j = 1$,

$$u_{a_1} = K_3h + K_4hp^2$$ \hfill (A.25)

in which, $K_3$ and $K_4$ are constants which depend on shape of the spheroid and the moduli of the medium. Expressions for $K_3$ and $K_4$ for both a prolate and an oblate spheroidal pore are presented next. The expressions for an oblate spheroidal pore for this and the other load cases are obtained from those for the prolate spheroidal pores (Eqs. A.26-A.28) by replacing $q_0$ and $\bar{q}_0$ with the imaginary quantities $iq_0$ and $iq_0$, respectively (70).
Prolate Spheroid: For a prolate spheroid, the following expressions for \( K_3 \) and \( K_4 \) are obtained.

\[
K_3 = \frac{q_o q_o (1 - v)}{2G(1 + v)} + \frac{a_{11}}{2Gq_o} - \frac{a_{31} q_o}{4G} (3Q_o - \frac{1}{q_o^2}) \tag{A.26}
\]

\[
K_4 = -\frac{q_o q_o}{2G} + \frac{a_{21} q_o}{2G} \left\{ (4v - 2)Q_o - \frac{1}{q_o^2} \right\} + \frac{3a_{31} q_o}{4G} (3Q_o - \frac{1}{q_o^2}) \tag{A.27}
\]

\( a_{11}, a_{21} \) and \( a_{31} \), for \( H = -1 \) and \( v' = v \) (empty pores), are given by

\[
a_{11} = -a_{21} q_o^2 - a_{31} \tag{A.28a}
\]

\[
a_{21} = -\frac{q_o}{D} (2 - 4v)(Q_o - \frac{1}{q_o^2}) \tag{A.28b}
\]

\[
a_{31} = \frac{4q_o}{3D} (1 - 2v) \left\{ 1 + \frac{v}{q_o^2} - (1 - v)Q_o \right\} \tag{A.28c}
\]

Oblate Spheroid: For an oblate spheroid, the following expressions for \( K_3 \) and \( K_4 \) are obtained.

\[
K_3 = -\frac{q_o q_o (1 - v)}{2G(1 + v)} - \frac{ia_{11}}{2Gq_o} - \frac{ia_{31} q_o}{4G} (3Q_o - \frac{1}{q_o^2}) \tag{A.29}
\]

\[
K_4 = \frac{q_o q_o}{2G} + \frac{ia_{21} q_o}{2G} \left\{ (4v - 2)Q_o + \frac{1}{q_o^2} \right\} - \frac{3ia_{31} q_o}{4G} (3Q_o + \frac{1}{q_o^2}) \tag{A.30}
\]
\[ K_4 = \frac{q_0 a_1}{2G} + \frac{1a_2}{2G} \left\{ (4\nu - 2)Q_0 - \frac{1}{a_2} \right\} + \frac{13a_3}{4G} (3Q_0 - \frac{1}{a_2}) \]  

(A.30)

\[ a_{11}, a_{21}, \text{ and } a_{31}, \text{ for } H = -1 \text{ and } \nu' = \nu \text{ (empty pores), are given by} \]

\[ a_{11} = a_{21} \bar{q}^2 - a_{31} \]  

(A.31a)

\[ a_{21} = -\frac{i q_0}{D} (2 - 4\nu)(Q_0 - \frac{1}{q_0}) \]  

(A.31b)

\[ a_{31} = \frac{i 4q_0}{3D} (1 - 2\nu \{1 - \frac{\nu}{q_0} - (1 - \nu)Q_0 \} \]  

(A.31c)

A.4.2 Load Case 3 \((\sigma_Z = 1)\)

In this case, the normal displacement component at any point on the surface of the spheroid is expressed as:

\[ u_{a_3} = u_{a_{o3}} + a_{13} u_{a_{13}} + a_{23} u_{a_{23}} \]

(A.32)

Using Edwards' (26) expressions for displacement,

\[ u_{a_3} = K_1 h + K_2 hp^2 \]

(A.33)

Like load case 1, \(K_1\) and \(K_2\) are functions of pore shape and moduli of the medium.
Prolate Spheroid: For a prolate spheroid, the expressions for $K_1$ and $K_2$ are

$$K_1 = \frac{-q_0 q_o v}{2G(1 + v)} + \frac{a_{11}}{2Gq_o} - \frac{a_{33}}{4G} q_o (3q_o + \frac{1}{q_o^2})$$ (A.34a)

$$K_2 = \frac{q_0 q_o}{2G} + \frac{a_{23}}{2G} [4v - 2] q_o + \frac{1}{q_o^2} + \frac{3a_{33}}{4G} q_o (3q_o + \frac{1}{q_o^2})$$ (A.34b)

in which, $a_{11}$, $a_{23}$, and $a_{33}$ for $v = v'$ and $H = -1$ are given by

$$a_{11} = - a_{23} q^2 - a_{33}$$ (A.35a)

$$a_{23} = - \frac{q_o}{D} (1 - 2v)(q_o - \frac{1}{q_o^2})$$ (A.35b)

$$a_{33} = \frac{2}{3} \frac{q_o}{D} (1 - 2v)(2vq_o - 2 - \frac{1}{q_o^2})$$ (A.35c)

Oblate Spheroid: For an oblate spheroid, the expressions for $K_1$ and $K_2$ are

$$K_1 = \frac{q_0 q_o v}{2G(1 + v)} - \frac{ia_{11}}{2Gq_o} - \frac{ia_{33}}{4G} q_o (3q_o - \frac{1}{q_o^2})$$ (A.36a)
\[
K_2 = -\frac{q_0 q_0}{2G} + \frac{i a_{23} q_0}{2G} \{(4\nu - 2)Q_0 - \frac{1}{q_0}\} + \frac{i a_{33} q_0}{4G} (3Q_0 - \frac{1}{q_0})
\]

(A.36b)

in which, \(a_{13}, a_{23}\), and \(a_{33}\) for \(\nu = \nu'\) and \(H = -1\) are given by

\[
a_{13} = a_{23} q_0^2 - a_{33}
\]

(A.37a)

\[
a_{23} = \frac{i q_0}{D} (2\nu - 1) (Q_0 + \frac{1}{q_0})
\]

(A.37b)

\[
a_{33} = \frac{i 2q_0}{3D} (1 - 2\nu)(2\nu Q_0 - 2 + \frac{1}{q_0})
\]

(A.37c)

A.4.3 Load Case 5 (\(\tau_{yz} = 1\))

For spheroids, load case 4 and load case 5 give the same magnitudes of displacements due to symmetry. Hence, Edwards (26) provided the expressions for displacement for load case 4 only. Using Edwards (26) expressions for displacement for load case 4, the displacement for load case 5 at any point on the surface of the spheroid can be expressed as

\[
u_{\alpha_\nu} = \nu_{\alpha_0} + a_{14} \nu_{\alpha_{14}} + a_{24} \nu_{\alpha_{24}} + a_{34} \nu_{\alpha_{34}} + a_{44} \nu_{\alpha_{44}}
\]

(A.38)

Using Edwards' (26) expressions for displacement,
\[ u_{\alpha_u} = K_s \hbar \rho \cos \gamma \]  

(A.39)

Prolate Spheroid: For a prolate spheroid, the following expression for \( K_s \) is obtained

\[
K_s = \frac{1}{26} \left[ (2q_o^2 - 1) + a_{24} \left\{ \left( \frac{6q_o^2 - 3}{q_o} \right)Q_o + \frac{2q_o^2 - 3}{q_o^2} \right\} \right. \\
- \left. 2a_{34}q_o(3q_o + \frac{1}{q_o^2}) + a_{44}q_o \left( Q_o - \frac{1}{q_o^2} \right) \right\} \\
\frac{\overline{q^2}}{q_o} \left( 3 - 4v \right) \left( q_o + \frac{1}{q_o^2} \right) \right] 
\]

(A.40)

\( a_{24}, a_{34}, \) and \( a_{44} \) are given by

\[
a_{24} = a_{44} \left\{ 2(1-v)/3 - q_o^2 \right\} 
\]

(A.41a)

\[
a_{34} = a_{44} (1-v)/3 
\]

(A.41b)

\[
a_{44} = - q_o / \left( Q_o(2 - v - 3q_o^2) + (1/v - q_o^2 + 2 - 2v)/q_o^2 \right) 
\]

(A.41c)

Oblate Spheroid: For an oblate spheroid, the following expression for \( K_s \) is obtained

\[
K_s = \frac{1}{26} \left[ -(2q_o^2 + 1) + ia_{24} \left\{ \left( \frac{6q_o^2 + 3}{q_o} \right)Q_o - \frac{2q_o^2 + 3}{q_o^2} \right\} \right. \\
- \left. 2a_{34}q_o(3q_o + \frac{1}{q_o^2}) + a_{44}q_o \left( Q_o - \frac{1}{q_o^2} \right) \right\} \\
\frac{\overline{q^2}}{q_o} \left( 3 - 4v \right) \left( q_o + \frac{1}{q_o^2} \right) \right] 
\]
\[
i2a_{34}q_o (3Q_o - \frac{1}{q_o}) + i a_{44} \{ q_o (Q_o + \frac{1}{q_o}) - \frac{q_o^2}{q_o^4 (3 - 4\nu)(Q_o - \frac{1}{q_o})} \} \quad (A.42)
\]

\[a_{24}, a_{34}, \text{ and } a_{44}\] are given by

\[
a_{24} = a_{44} \{ 2(1-\nu)/3 + \bar{q}_o^2 \} \quad (A.43a)
\]
\[
a_{34} = a_{44} (1-\nu)/3 \quad (A.43b)
\]
\[
a_{44} = -i \bar{q}_o / \{ Q_o (2 - \nu + 3q_o^2) - (1/\nu + \bar{q}_o^2 + 2 - 2\nu)/q_o^2 \} \quad (A.43c)
\]

**A.5 Volume Change Per Unit Strain, \( v^* \)**

As stated in section A.2, in a spheroidal coordinate system a spheroidal pore is represented by a prototype spheroid that has the same shape as the pore, but whose size, in general, cannot be the same as that of the pore. Hence, the change in volume per unit strain along the global z-axis, \( v^* \), is obtained by the following relation.

\[
v^* = V'_p (\frac{V_I}{V'}) \quad (A.44)
\]

in which \( V'_p \) is the change in volume of the spheroid per unit external stress along the global z-axis (i.e. for \( \sigma_{zz}' = 1 \)), \( V_I \) is the initial
volume of the pore, \( V'_1 \) is the initial volume of the spheroid, and \( E \) is the elastic modulus of the medium. The stress components in the local coordinate system of the spheroid corresponding to \( \sigma_z = 1 \) are given by Eq. A.22. In Eq. A.44, \( v'_p \) can be expressed as

\[
v'_p = \int_A u'_dA
\]

in which the integral is taken over the surface area of the pore and \( u'_d \) is the displacement normal to area \( dA \) (Fig. A.3) such that when integrated over the surface of the spheroid it provides the volume change due to \( a'_z = 1 \).

As explained in section A.4, the displacements corresponding to load case 2 (\( \sigma_x = -\sigma_y = 1 \)) cause no change in the volume of the spheroid, and are ignored in obtaining \( u'_d \). In section A.5.2, it is shown that load case 5 (\( \tau_{yz} = 1 \)) also causes no change in the volume of a pore. Hence, the derivation of the expressions for \( v \) requires a combination of the displacement expressions for only load case 1 and load case 3. A cylindrical coordinate system \((y, z, \gamma)\) is used in the following sections to take advantage of the symmetry of the spheroids.

A.5.1 General Expressions for Volume Change, \( v'_p \)

In this section the expressions for the change the volume of the spheroid, \( v'_p \), are obtained for given displacements, \( u'_a \), on the surface of the spheroid. \( v'_p \) can be written as
The expression for $v_p$ is obtained by finding the corresponding expressions for $dA$ using the cylindrical coordinate system. Eq. A.46a can also be written as

$$v_p = \int \int_A u \, dA \quad (A.46a)$$

in which, $ds$ is an infinitesimal arc segment on the perimeter of a cross section passing through the poles of the spheroid (Fig. A.3), and $dY$ is an infinitesimal angle about the polar or $z$-axis of the spheroid. $ds$ can be expressed in terms of the polar and equatorial semi-axes, $a$ and $b$ respectively, and the $z$-coordinate of the centroid of $dA$. The equation of the perimeter of a cross section passing through the poles of the spheroid is

$$\frac{z^2}{a^2} + \frac{y^2}{b^2} = 1 \quad (A.47)$$

Differentiating Eq. A.47 with respect to $z$ and rearranging

$$\frac{dy}{dz} = -\left(\frac{b^2}{a^2}\right)\frac{z}{y} \quad (A.48)$$

From Eq. A.47,
Substituting Eq. A.49 for $y$ into the right hand side of Eq. A.48

$$\frac{dy}{dz} = -\frac{b}{a^2} \frac{z}{(1 - z^2/a^2)^{1/2}} \tag{A.50}$$

or

$$dy^2 = \frac{b^2}{a^2} \frac{z^2}{1 - z^2/a^2} \, dz^2 \tag{A.51}$$

$ds$ (in Eq. A.46b) can be expressed as

$$ds = (dy^2 + dz^2)^{1/2} \tag{A.52}$$

Substituting Eq. A.51 for $dy^2$ into Eq. A.52 and simplifying,

$$ds = \left[ \frac{a^3(1 - \frac{z^2}{a^2}) + b^2z^2}{a(1 - \frac{z^2}{a^2})} \right]^{1/2} dz \tag{A.53}$$

Substituting Eq. A.49 for $y$ and Eq. A.53 for $ds$ into Eq. A.46b and simplifying,

$$v_p = 2 \frac{b}{a} \int_0^{2\pi} \left[ \int_0^a \left( a^2 - \frac{a^2 - b^2}{a^2} z^2 \right)^{1/2} dz \right] dy \tag{A.54}$$

Prolate Spheroid: Substituting Eq. A.5a into Eq. A.54,
Oblate Spheroid: For an oblate spheroid Eq. A.54 is rearranged to give:

$$v_p = 2 \frac{b}{a} \int_0^{2\pi} \int_0^a u_a (a^2 - \frac{z^2}{a^2}) \, dz \, d\gamma$$  \hspace{1cm} (A.55)

Substituting Eq. A.7a into Eq. A.56,

$$v_p = 2 \frac{b}{a} \int_0^{2\pi} \int_0^a u_a (a^2 + \frac{b^2 - a^2}{a^2} \frac{z^2}{a^2}) \, dz \, d\gamma$$  \hspace{1cm} (A.56)

A.5.2 Volume Change due to Load Case 5, \(v_{p5}\)

The purpose of this section is to demonstrate that \(v_{p5}\), the change in the volume of the spheroid due to load case 5 \((\gamma_{yz} = 1)\), is zero, and hence, load case 5 will not have to be considered further. As pointed out earlier (section A.4), displacement expressions for load case 4 are used for load case 5.

Prolate Spheroid: Substituting \(u_{\alpha}\) (Eq. A.39) for \(u_a\) in Eq. A.55

$$v_{p5} = 2 \frac{b}{a} K_{\alpha} \int_0^{2\pi} \left[ \int_0^a \bar{p}(a^2 - \frac{z^2}{a^2}) \, dz \right] \cos \gamma \, d\gamma$$  \hspace{1cm} (A.58a)

In Eq. A.58a, the term inside the brackets is not a function of \(\gamma\). Since

$$\int_0^{2\pi} \cos \gamma \, d\gamma = 0,$$
v_{p5} = 0 \quad \text{(A.58b)}

Oblate Spheroid: Substituting $u_\alpha$ (Eq. A.39) for $u_\alpha$ in Eq. A.57

\[ v_{p5} = 2 \frac{b}{a} K_s \int_0^{2\pi} \left[ \int_0^a \frac{h p p (a^2 + \frac{z^2}{a^2})}{dz} \cos \gamma \right] \cos \gamma \] \quad \text{(A.59a)}

As demonstrated for Eq. A.58,

\[ v_{p5} = 0 \quad \text{(A.59b)} \]

**A.5.3 Expressions for $v^*$**

In this section, the expressions for $u'_\alpha$ (Eq. A.45) are obtained by combining the displacement expressions for load cases 1 and 3. By substituting the expressions for $u'_\alpha$ in either Eq. A.55 (prolate) or Eq. A.57 (oblate), the corresponding expressions for $v'_p$ are obtained. By substituting the expressions for $v'_p$ into Eq. A.44, the expressions for $v^*$ are obtained.

$u'_\alpha$ can be found by combining one half of the expression for load case 1 (Eq. A.25) and the expression for load case 3 (Eq. A.33) with Eqs. A.22a and A.22b for $\sigma_y$ and $\sigma_z$, respectively.

\[ u'_\alpha = u_{\alpha_1} \sin^2 \psi + u_{\alpha_3} \cos^2 \psi \quad \text{(A.60)} \]
Substituting Eq. A.25 for \( u_{a_1} \) and Eq. A.33 for \( u_{a_2} \) in Eq. A.60 and rearranging,

\[
u'_{a} = h \left( \frac{K_{a}}{2} \sin^2 \psi + K_{1} \cos^2 \psi \right) + h P_{2} \left( \frac{K_{a}}{2} \sin^2 \psi + K_{2} \cos^2 \psi \right) \quad (A.61)
\]

Prolate Spheroid: Substituting Eqs. A.11 and A.14 for the intermediate variables \( p \) and \( h \), respectively into Eq. A.61 gives:

\[
u'_{a} = \frac{a}{\sqrt{a^2 - z^2}} \left( \frac{K_{a}}{2} \sin^2 \psi + K_{1} \cos^2 \psi \right) + \frac{z^2}{av_a^2 - z^2} \left( \frac{K_{a}}{2} \sin^2 \psi + K_{2} \cos^2 \psi \right) \quad (A.62)
\]

Substituting Eq. A.62 for \( \nu'_{a} \) in Eq. A.55 and integrating,

\[
u'_{p} = \frac{4\pi b}{v^1} \left( (K_{1} + \frac{K_{a}}{3}) \cos^2 \psi + \left( \frac{K_{a}}{2} + \frac{K_{a}}{6} \right) \sin^2 \psi \right) \quad (A.63)
\]

Substituting Eq. A.63 into Eq. A.44,

\[
u^* = \frac{4\pi b V_{E}}{v^1} \left( (K_{1} + \frac{K_{a}}{3}) \cos^2 \psi + \left( \frac{K_{a}}{2} + \frac{K_{a}}{6} \right) \sin^2 \psi \right) \quad (A.64)
\]

in which, \( b \) is the equatorial semi-axis of the prototype spheroid used in the spheroidal coordinate system (Eq. A.5); \( v^1 \), \( v'_{1} \), and \( E \) are as given for Eq. A.44 and \( K_{1} \), \( i = 1, 4 \) are constants (Eqs. A.26-A.28.
and Eqs. A.34-A.35) for given shape of the pore and elastic moduli of the medium.

Oblate Spheroid: Substituting Eqs. A.11 and A.19b for the intermediate variables \( p \) and \( h \), respectively into Eq. A.61 gives

\[
\frac{u'}{a} = \frac{a}{\sqrt{a^2 + z^2}} \left( \frac{K_1 \sin^2 \psi + K_1 \cos^2 \psi}{2} \right) + \frac{z^2}{a^2 \sqrt{a^2 + z^2}} \left( \frac{K_2 \sin^2 \psi + K_2 \cos^2 \psi}{2} \right)
\]  

(A.65)

Multiplying both the numerator and the denominator of Eq. A.65 by the imaginary quantity \( i \) and then dropping the \( i \) in the numerator of the resulting expression (the displacement is real) (70) gives:

\[
\frac{u'}{a} = -\frac{a}{\sqrt{a^2 + z^2}} \left( \frac{K_1 \sin^2 \psi + K_1 \cos^2 \psi}{2} \right) - \frac{z^2}{a^2 \sqrt{a^2 + z^2}} \left( \frac{K_2 \sin^2 \psi + K_2 \cos^2 \psi}{2} \right)
\]  

(A.66)

Substituting Eq. A.66 for \( u' \) in Eq. A.57 and integrating,

\[
\frac{v'}{\mu} = -4\pi b \left( K_1 + \frac{K_2}{3} \right) \cos^2 \psi + \left( \frac{K_1}{2} + \frac{K_2}{6} \right) \sin^2 \psi
\]  

(A.67)

Substituting Eq. A.65 into Eq. A.44,

\[
\frac{v^*}{v_1} = -\frac{4\pi bV_1E}{V_1} \left( K_1 + \frac{K_2}{3} \right) \cos^2 \psi + \left( \frac{K_1}{2} + \frac{K_2}{6} \right) \sin^2 \psi
\]  

(A.68)
in which, \( b \) is the equatorial semi-axis of the prototype spheroid used in the spheroidal coordinate system (Eq. A.7); \( V_i, V'_i \), and \( E \) are as given for Eq. A.44 and \( K_i, i = 1, 4 \) are constants (Eqs. A.29-A.31 and Eqs. A.36-A.37) for given shape of the pore and elastic moduli of the medium.
TABLE A.1
Direction Cosines Between Coordinate Axes of a Spheroid, X, Y, Z and the Coordinate Axes of the Medium, X', Y', Z'

<table>
<thead>
<tr>
<th></th>
<th>X'</th>
<th>Y'</th>
<th>Z'</th>
</tr>
</thead>
<tbody>
<tr>
<td>X</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Y</td>
<td>0</td>
<td>cosψ</td>
<td>-sinψ</td>
</tr>
<tr>
<td>Z</td>
<td>0</td>
<td>sinψ</td>
<td>cosψ</td>
</tr>
</tbody>
</table>
Fig. A.1 Spheroidal Coordinate System for a) Prolate Spheroid b) Oblate Spheroid
Fig. A.2 The Spheroid (Oblate) Oriented at an Angle $\psi$ embedded in an Infinite Medium Subjected to Uniform Strain $\epsilon_z'$
Fig. A.3 An Infinitesimal Area $dA$ on the Surface of a Spheroid with a Normal Displacement $u_\alpha$. 
APPENDIX B

COPRESSIBILITY OF A PORE IN AN INFINITE MEDIUM, $C_{pp}$

Consider an isolated spheroidal pore in an infinite homogeneous isotropic elastic medium. In the limiting cases, a spheroid can represent a spherical pore ($a = b = c$), a cylindrical pore (a prolate spheroid with $a \gg b = c$), or a flat crack like pore (an oblate spheroid with $a << b = c$), in which $a$, $b$, and $c$ are the axes of the spheroid.

If an internal hydrostatic stress, $\sigma_f(t)$, is applied on the wall of the pore (Fig. B.1), it causes a corresponding change in the volume of the pore, $\Delta V$, which depends on the shape of the pore and the moduli of the medium. The compressibility of the pore, $C_{pp}$, can be defined as (101):

$$C_{pp} = \frac{\Delta V/V}{\sigma_f(t)} \quad (B.1)$$

Prolate Spheroidal Pore: Eq. B.1 for a prolate spheroidal pore can be expressed as (101)

$$C_{pp} = \frac{(2 - 4\nu)(1 + 2R) - (1 + 3R)[1 - 2R + 4\nu R - 3q^2]}{4G[(1 + 3R)q^2 - (1 + R)(\nu + \nu R + R)]} \quad (B.2)$$
in which ν is the Poisson's ratio of the medium, r is the aspect ratio (or the ratio of the polar to the equatorial semiaxis) of the pore (r > 1.0), $q_o^2 = \frac{r^2}{1 - r^2}$, G is the shear modulus of the medium, and R is given by

$$R = (q_o^2 - 1)(1 + \frac{q_o}{2} \ln \frac{q_o - 1}{q_o + 1})$$

(Oblate Spheroidal Pore: In the case of an oblate spheroidal pore, the expression for $C_{pp}$ is obtained by replacing $q_o$ in Eq. (B.2) with the imaginary quantity $iq_o$ (70, 101). Thus,

$$C_{pp} = \frac{(2 - 4\nu)(1 + 2R) - (1 + 3R)[1 - 2R + 4\nu R + 3q_o^2]}{4G[- (1 + 3R)q_o^2 - (1 + R)(\nu + \nu R + R)]}$$

in which $\bar{q}_o^2 = \frac{r^2}{1 - r^2}$, r is the aspect ratio (r < 1.0) and

$$R = - (1 + \bar{q}_o^2)[1 - \bar{q}_o \cot^{-1}(\bar{q}_o)]$$

For a spherical pore, the expression for oblate spheroidal pore (Eqs. B.4 and B.5) with $r = 0.9999$ can be used.)
Fig. B.1 An Oblate Spheroidal Pore with an Internal Hydrostatic Stress $\sigma_f(t)$ embedded in an Infinite Medium. $a = $ Pore Before Applying $\sigma_f(t)$, $b = $ Pore After Applying $\sigma_f(t)$
APPENDIX C

RATE OF FLOW THROUGH AN ORIFICE, \( q_{or}(t) \)

Consider a saturated pore or cavity in an infinite homogeneous isotropic elastic medium. The medium is under uniform axial stress applied at the end (see Fig. C.1). The pore is connected to an unsaturated region via a circular cylindrical orifice of diameter \( d \) and length \( h \). When the specimen is stressed uniaxially, there is a hydrostatic stress in the pore fluid causing a flow through the orifice. The flow through the orifice is assumed to be laminar, the fluid is assumed to be incompressible, and the velocity profile in the orifice is assumed to be fully developed (parabolic) for the entire length of the orifice. The orifice flow tends to relieve the hydrostatic stress in the pore. Problems like this are considered in the design and analysis of viscous dampers (35, 66). The case considered by Rao (66) is very similar to the present case. Rao (66) considered a dash pot consisting of a piston moving in a cylinder filled with liquid. The diameter of the piston was a little smaller than the inside diameter of the cylinder. The expression for the flow through the clearance between the piston and the cylinder was derived by equating the hydrostatic force at the bottom end of the clearance with the viscous force in the fluid flowing through the clearance. In the present case, the flow through the orifice is
considered in place of the flow through the clearance (66). The boundary conditions are changed accordingly.

The viscous force on an annular ring of pore fluid (Fig. C.2) of thickness $dy$ at a distance $y$ from the center line of the orifice is

$$F_1 = 2\pi h \left(\frac{dr}{dy}\right) y dy \quad (C.1)$$

in which $r = -\frac{dy}{dy}$ is the viscous force and $v$ is the velocity of pore fluid at a distance $y$ from the center line of the orifice.

Thus,

$$F_1 = -2\pi \mu h \frac{d^2 v}{dy^2} y dy \quad (C.2)$$

The hydrostatic force at the end of the ring is

$$F_2 = (2\pi y dy) r_f(t) \quad (C.3)$$

in which $r_f(t)$ = hydrostatic stress in the pore pore fluid at time $t$.

For the equilibrium of the ring we must have

$$F_1 = F_2 \quad (C.4)$$

or

$$\frac{d^2 v}{dy^2} = -\frac{r_f(t)}{\mu h} \quad (C.5)$$
Integrating Eq. C.5 twice and substituting the following boundary conditions,
\[
\frac{dv}{dy} = 0 \text{ at } y = 0 \tag{C.6}
\]
and
\[
v = 0 \text{ at } y = d/2 \tag{C.7}
\]
the following expression for \( v \) is obtained
\[
v = \frac{a_f(t)}{2\mu h} \left( \frac{d^2}{4} - y^2 \right) \tag{C.8}
\]
The rate of flow, \( q_{or}(t) \), through the orifice can now be calculated by integrating the velocity over the cross section of the orifice.
\[
q_{or}(t) = \int_0^{d/2} 2\pi y \, dv \tag{C.9}
\]
Substituting Eq. C.8 into Eq. C.9 and integrating,
\[
q_{or}(t) = \frac{\pi d^4}{64\mu h} a_f(t) \tag{C.10}
\]
Fig. C.1 A Saturated Pore Embedded in an Infinite Medium Connected to an Unsaturated Region via an Orifice

Fig. C.2 Enlarged View of the Orifice, with Diameter d and Length h, Showing an Annular Ring of Pore Fluid of Radius y and Thickness dy
APPENDIX D

EXPRESSIONS FOR COEFFICIENTS \( P^* \) and \( Q^* \)

Following Berryman (12)

\[ P^* = \frac{1}{3} T_{iijj} \]  \hspace{1cm} (D.1a)

\[ Q^* = \frac{1}{5} (T_{ijij} - \frac{1}{3} T_{iijj}) \]  \hspace{1cm} (D.1b)

in which \( T_{ijkl} \) is the tensor relating the applied uniform strain field, \( \varepsilon_{kl}^0 \) away from a spheroidal pore, and the strain field, \( \varepsilon_{ij} \) at the pore, i.e.

\[ \varepsilon_{ij} = T_{ijkl} \varepsilon_{kl}^0 \]  \hspace{1cm} (D.2)

\( T_{ijkl} \) consists of only two scalars, \( T_{iijj} \) and \( T_{ijij} \), used in the determination of \( P^* \) and \( Q^* \), as expressed by Eq. (1). These scalars are given by

\[ T_{iijj} = \frac{3F_1}{F_2} \]  \hspace{1cm} (D.3a)

\[ T_{ijij} = \frac{1}{3} T_{iijj} + \frac{2}{F_3} + \frac{1}{F_4} + \frac{F_5 F_5 + F_6 F_7 - F_8 F_8}{F_2 F_4} \]  \hspace{1cm} (D.3b)

in which the \( F_i \), \( i = 1, 9 \) are given by
\[ F_1 = 1 + A\left[\frac{3}{2}(f + \theta) - C\left(\frac{3f}{2} + \frac{5\theta}{2} - \frac{4}{3}\right)\right], \quad (D.4a) \]

\[ F_2 = 1 + A\left[1 + \frac{3}{2}(f + \theta) - C\left(3f + 5\theta\right) + B(3 - 4C)\right] \]
\[ + \frac{A}{2}(A + 3B)(3 - 4C)[f + \theta - C(f + \theta + 2\theta^2)], \quad (D.4b) \]

\[ F_3 = 1 + A\left[1 - (f + \frac{3\theta}{2}) + C(f + \theta)\right], \quad (D.4c) \]

\[ F_4 = 1 + A\left[f + 3\theta - C(f - \theta)\right], \quad (D.4d) \]

\[ F_5 = A\left[-f + C(f + \theta - \frac{4}{3})\right] + B\theta(3 - 4C), \quad (D.4e) \]

\[ F_6 = 1 + A\left[1 + f - C(f + \theta)\right] + B(1 - \theta)(3 - 4C), \quad (D.4f) \]

\[ F_7 = 2 + \frac{A}{4}[3f + 9\theta - C(3f + 5\theta)] + B\theta(3 - 4C), \quad (D.4g) \]

\[ F_8 = A\left[1 - 2C + \frac{f}{2}(C - 1) + \frac{\theta}{2}(5C - 3)\right] \]
\[ + B(1 - \theta)(3 - 4C) \quad (D.4h) \]

\[ F_9 = A\left[(C - 1)f - C\theta\right] + B\theta(3 - 4C), \quad (D.4i) \]

in which \(A, B,\) and \(C\) are functions of the moduli of the constituents, \(K_i\) and \(G_i\), and those of the composite, \(K^*\), \(G^*\), and \(\nu^*\).

\[ A = \frac{G_i}{G} - 1, \quad (D.5a) \]

\[ B = \frac{1}{3}\left(\frac{1}{K^*} - \frac{1}{G}\right), \quad (D.5b) \]

\[ C = \frac{\frac{1}{2} - \nu^*}{1 - \nu^*}, \quad (D.5c) \]

\(f\) and \(\theta\) are functions of the aspect ratio of the pore, \(r\). The pore could be a prolate spheroid \((r > 1)\) or an oblate spheroid \((r < 1)\).
1), in which \( r \) is the ratio of the polar semiaxis to the equatorial semiaxis.

(i) For a prolate spheroidal pore,

\[
e = \frac{r}{(r^2 - 1)^{\frac{3}{2}}} \left[ r(r^2 - 1)^{\frac{1}{2}} - \cosh^{-1} r \right] \quad (D.6a)
\]

\[
f = \frac{r}{(r^2 - 1)^{\frac{3}{2}}} (2 - 3\theta) \quad (D.6b)
\]

(ii) For an oblate spheroidal pore,

\[
\epsilon = \frac{r^2}{(1 - r^2)^{\frac{3}{2}}} \left[ \cos^{-1} r - r(1 - r^2)^{\frac{1}{2}} \right] \quad (D.7a)
\]

\[
f = \frac{r^2}{1 - r^2} (3\theta - 2) \quad (D.7b)
\]
APPENDIX E
KEY TO SPECIMEN IDENTIFICATION

Each specimen has an identification number of the following form:
Specimen Identification: i-j/X-R/k

in which
i = batch number
j = specimen number
X = type of specimen
R = water cement ratio
k = strain rate number

Type of specimen - X
P = cement paste
MA = mortar A
MB = mortar B

Strain rate number - k
1 = 0.3 microstrain/sec
2 = 3 microstrain/sec
3 = 30 microstrain/sec
4 = 300 microstrain/sec
5 = 3000 microstrain/sec
6 = 30,000 microstrain/sec
7 = 300,000 microstrain/sec

Example: 3-6/MA-0.4/5
3000 microstrain/sec
mortar A with W/C = 0.4
6th specimen of the 3rd batch
APPENDIX G

NOTATION

$C_{pp}$ fractional volume change of a pore per unit internal hydrostatic stress (in pore fluid) or pore compressibility

$C_i$ volume concentration of the $i^{th}$ phase of a composite

$d$ diameter of an orifice

$E_i$ the initial modulus of elasticity

$E_i^*$ converged value of the initial modulus of elasticity of a composite

$E_S$ modulus of elasticity of the solid phase

$G^*$ converged value of the shear modulus of a composite

$G_i^*$ initial estimate of $G^*$ the shear modulus of a composite

$G_{n+1}^*$ estimated value of the shear modulus of a composite at the end of $n+1$ iterations

$G_j$ shear modulus of the $j^{th}$ phase of a composite

$G_S$ shear modulus of the solid phase of a composite

$h$ length of an orifice

$K^*$ converged value of the bulk modulus of a composite

$K_i^*$ initial estimate of the bulk modulus of a composite

$K_{n+1}^*$ estimated value of the bulk modulus of a composite at the end of $n+1$ iterations

$K_f^*$ effective bulk modulus of a saturated pore

$K_T$ bulk modulus of the pore fluid

$K_{j}^*$ bulk modulus of the $j^{th}$ phase of a composite

$K_S^*$ bulk modulus of the solid phase of a composite

$M_i$ shear or bulk modulus of a composite

$M_{i}^*$ shear or bulk modulus of the $i^{th}$ phase of a composite
\( q_{or}(t) \) the rate of flow of pore fluid through orifice at time \( t \)

\( r \) ratio of the polar semiaxis to the equatorial semiaxis of a spheroidal pore

\( R_{cv} \) the characteristic volume ratio of a saturated pore with an orifice

\( S/C \) sand to cement ratio (by weight)

\( T \) time at the end of the application of a given strain

\( t_i \) \( i \)th value of time \( t \)

\( V(t) \) volume of a pore at time \( t \)

\( V_i \) initial volume of a pore

\( \Delta V \) change in the volume of a pore per unit average applied strain on the material containing the pore

\( \Delta t_j \) small time interval = \( t_{j+1} - t_j \)

\( \Delta V_c(T) \) small change in the volume of the pore fluid due to its compressibility in the presence of a hydrostatic stress

\( \Delta V_{fp}(t) \) small change in the volume of pore fluid due to hydrostatic stress in it at time \( t \)

\( \Delta V_o(T) \) small change the volume of the pore fluid due to flow of pore fluid through the orifice at time \( T \)

\( \Delta V_{pe}(t) \) small change in the volume of empty pore due to external strain

\( \Delta V_{pp}(t) \) small change in the volume of pore due to pressure in the pore fluid

\( \varepsilon \) applied axial strain

\( \varepsilon_L \) longitudinal strain of a composite at a given time

\( \varepsilon_p \) average strain at the peak stress

\( \varepsilon_{pp} \) average post peak strain at 90 percent of the peak stress

\( \varepsilon_T \) transverse strain of a composite at a given time

\( \dot{\varepsilon} \) applied axial strain rate
average applied strain rate from zero stress to the peak stress

$\varepsilon_{50-99}$ average applied strain rate from 50 percent to 99 percent of the peak stress (on the descending portion of the stress-strain curve)

$\dot{\varepsilon}$ average applied strain rate from 5 percent to 20 percent of the peak stress

$\mu$ viscosity of pore fluid

$\mu_{e}$ microstrain or strain of $10^{-6}$ in./in.

$\nu_{1}$ Poisson's ratio at stress of 20 percent of the strength

$\nu_{1}$ converged value of the initial modulus of elasticity of a composite

$\nu_{s}$ Poisson's ratio of the solid phase

$\sigma(t)$ applied stress at time $t$

$\sigma_{f}(t)$ hydrostatic stress in pore fluid at time $t$

$\dot{\sigma}_{f}(t)$ derivative of $\sigma_{f}(t)$ with respect to time

$\psi$ angle between the polar semiaxis of a spheroidal pore the horizontal plane

$\psi_{j}$ value of $\psi$ at angle $j$